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BUSINESS AND CRISIS MANAGEMENT

Dr Shashidar Patil

Assistant Professor
Karnatak Arts,Science and Commerce College,Bidar

ABSTRACT

The goal of the analysis is usually to empirically analyze the effect this- Positive Many Meanings- info
makes on crisis management and on activities conducted by crisis managers. After a preliminary time of
ignorance of the phenomenon of crises which are encountered by companies. The study results suggest
that adequate methodology allows organizations to handle crisis and much better stay away from the
consequences of its, and that quality of crisis managers, staff that is expert, informing procedure, external
and internal correspondence, timely sharing as well as info accuracy in crisis, and also abilities and
understanding of managers and staff members to make use of info have average to increased impact on
the quality of crisis management. The report is designed to share info on the different reasons of crisis,
strategies in crisis management, as well as the connection in between crisis management and business.

L INTRODUCTION

Crisis could be identified in different ways but the most typical perception regarding the crisis is a
scenario completely different from regular business environment and which has to be resolved to stay
away from future unseen issues leading to losses to organization. Loss is usually in terms of revenue,
market share or maybe brand image in the market. Crises for a business are able to take most forms. If
they're accidental, financial, legal or perhaps otherwise, there's something that all affected businesses
have in common; a crucial need for effective managerial as well as operational effect and successful
interaction with both internal and external stakeholders.

Crisis Management Approach:

Crisis management strategy depends upon the crisis, which must be resolved on priority. A business
device is going to face a crisis caused by outside business environment or maybe the self inflicted crisis
out of inner business environment. Usually the variables, which could be controlled, changed or even
modified by a business system, are actually viewed as inner environment, as well as the factors, which
demands adaptation of situation by business unit, are actually considered as outside factors. Usually
business choices are able to affect inner environment but at exactly the same time, outside business
environment might enforce several strategic decisions on business model.

Crisis management is often as routine as the internal monetary controls which stop embezzlement. Crisis
management calls for an analytical approach to explain a tradeoff between expense of staying away from
the danger as well as the price danger would inflict. In crisis management, contingency plans are usually

prepared not in order to stay away from crisis but to confirm natural working conditions as fast as you
possibly can.

IL. RELATION BETWEEN BUSINESS ENVIRONMENT AND CRISIS MANAGEMENT




Broadly, business environment is actually viewed as a mix of internal factors and outside factors, non-
controllable and controllable elements. Inner environment is nothing though the materials in which
organization has immediate management along with elements may be handled very easily. The inner
environment consists of technology, human resource, processes and product, energy sources of finance,
assets, organization system etc. Qutside environment consists of monetary and fiscal policies of Policies,
Political interference, and Government, State of economy and buying power of customers, prospective
market as well as functionality of industry, worldwide competitive forces as well as kinds of tournaments,
Political and legal framework, product life cycles as well as customer requires etc. A figure gives a
generic view regarding interdependence in addition to business environment of the environments.

| Busincss Environment : |
External Environment Internal Environment
Market, Competition Technology

Government Policies Manufacturing Activity
State of Economy Human Resource

Secial Aspects Company Pelicy

Figure 1 Business Environment

There are different classifications of crisis depend on the different factors of business environment. These
are. -

e (Crises related to External Business Environment:

A crisis caused by outside business environment is actually uncertain. The reaction is really quickly and
this is able to build a serious very long lasting effect on business. It might develop a threatening situation
as well as a question mark regarding the survival of business enterprise. Usually there are extremely few
as well as inadequate signals about the crisis and individuals fail to understand these signal. Failure to get
signals as well as reply induce serious crisis for the organization.

» Crises related to Market
» Crises related Government Policies

Crises related to state of Economy

v

> Crises related to social aspects of business

e (Crises related to Internal Business Environment




Below are actually numerous crises experienced by business related to change in inner environment.
Bodily business environment is a mix of different energy employed by organization for generation of
components.

» Crises Related to product development, Research and Development
» Crises Related to Technology

» Crises related to Manufacturing Activity

» Crises related to Human Resource

> Crises related Company Policy

III. CRISIS PLANNING PROCESS FOR BUSINESSES

Being a necessity, companies are actually viewing crisis planning with increased interest. But realizing
the benefits of crisis planning differs from developing highly effective plans, especially when
management might need to promote the demand for crisis planning to organizational countries which in
the past looked upon the hassle as a misuse of cash and time. Trying to plan for all of the potential crises
that may conceivably strike a business may be difficult, tiresome, and time-consuming. As a result, even
organizations that decide to plan for crises might find the plans of theirs superficial, overly simplistic, or
perhaps inadequate when crises happen and plans are set to the test. To efficiently tackle adversity then,
management mustn't merely have confidence in the importance of crisis planning, they have to recognize
the parts of good crisis planning and implement those parts in the businesses of theirs. Discussed here's a
five step procedure that management is able to follow creating adequately detailed, thorough crisis
programs. By adhering to the procedure of developing a staff, analyzing vulnerabilities, creating methods,
working the plans, and assessing performance, supervisors are able to reduce their discomfort concerning
crisis planning and improve the probability that the organizations of theirs will survive, or perhaps maybe
even gain from, times of crisis.

Step one: Form A Crisis Team

Look outside of the financial statements of any profitable business and you'll probably see a cohesive,
highly effective management staff. Just like the development of a good management staff is crucial to the
monetary results of a company, the option of the people who'll make up the crisis staff is crucial not just
too effectively managing crises; it might be a choice in which business survival rests. Feldman and
Gerber (2002) suggest that the crisis staff be made up of the firm's good managers, including a senior
accounting or maybe financial officer, a senior human resources representative, a senior manufacturing or
maybe operations representative, a senior info systems or maybe engineering officer, a senior insurance or
maybe risk management representative, internal as well as external public relations/media associations
representatives, and internal and external legal counsel.




Step two: Analyze Vulnerabilities

For many, critically assessing all of the crises which likely may strike a business isn't just disheartening, it
could be absolutely overwhelming. Majority of managers could quickly list the 3 or maybe 4 crises they
probably face- fire; floods; extended power outages; hurricanes or any other natural disasters. Not many,
excluding those managers in businesses with risk management departments, can comprehensively
checklist and rank all likely vulnerabilities. Furthermore, the episodes on September eleven, 2001
generated a brand new set of worries previously believed very improbable as to prompt instant exclusion
from account. In reality, the events of September eleven created a completely brand new meaning to the
term worst case scenario and might perhaps be the main impetus to improved management interest on

crisis planning.

Table 1 - Crisis Classification Framework

Category

Impact Crisis Events

Operational

Short-term or long-term disruption of Loss of records permanently due to fire
organization’s daily activities Computer system breakdown

Loss of records permanently due to
computer system breakdown

Computer system invaded by hacker Major
industrial accident

Major product/service malfunction Death of
key executive

Breakdown of a major piece of
production/service equipment

Public Image

INegative public perception Boycott by consumers or the public Product
sabotage

Negative media coverage

Fraud

Loss of stakeholder confidence, reduced Theft or disappearance of records
employee morale and productivity Embezzlement by employee(s) Corruption
by management Corporate espionage

Theft of company property Employee
violence in the workplace Asset
misappropriation




Natural Disaster |[Temporary or permanent disruption of daily [Flood Tornado Hurricane
activities, destruction of facilities or
equipment, loss of life Earthquake

Legal Negative public perception, loss of Consumer lawsuits Employee lawsuit
stakeholder confidence, bankruptcy due to  (Government investigation
cost of legal representation or payment of

fines and penalties Product recall

Terrorism Temporary or permanent disruption of daily Bomb Kidnapping Massacre
activities, long-term consequences in
employee morale and confidence, Chemical or biological attack

destruction of‘resources, loss of life

Step three: Create Strategies

Equipped with a prioritized list of prospective crises, the crisis staff is able to set to focus on developing
extensive techniques to stay away from or even mitigate crisis events. Just like any strategic initiative, the
job of the crisis staff isn't to develop as well as orchestrate minutely detailed plans; the focus of its instead
is establishing big objectives as well as expectations for crisis survival coupled with adequately detailed
directives to be applied at purposeful amounts. For instance, it's likely counterproductive for a crisis staff
to produce comprehensive disaster recovery plans of the event of a significant computer system outage.
Rather, the crisis staff must concentrate on goals and goals for recovery like determining the maximum
acceptable loss of information, mandating a frequency for system backups, detailing expectations about
the time frame for system recovery, prioritizing the mission critical methods for restart, and giving path
about the usage of outside catastrophe healing installations. The devices operations team then would
derive as well as implement the comprehensive catastrophe healing methods to complete the crisis team's
objectives and goals.

Step four: Work The Plans

In concept, the preparation entailed in developing a highly effective crisis staff, creating extensive crisis
planning methods, applying the techniques in detail that is adequate at purposeful amounts, and
instruction and creating staff members to function efficiently and effectively in crisis situations must
make certain that any crisis might be mitigated or perhaps stayed away from. In truth, not many blueprints
account for those possible variation or maybe complexity for a certain situation. Only seldom does a
scheme as completely fit the situation for which it was meant that no modifications are essential and
execution is actually flawless. Rather, businesses coping with crises often are confronted with the want to
deviate from the plans of theirs to be able to cope with unforeseeable complexities in the crisis situation.



Step five: Assess Performance

Sometimes, including the best laid plans fail despite all attempts to the contrary. Whether or not the
execution of a crisis strategy was a dismal failure or maybe a fantastic accomplishment, lessons could be
learned from examining real overall performance from the expectations of the program. If overall
performance fell quite short, it's essential to question why and find out the way to treat the shortcomings
in the future. If overall performance exceeded all expectations, perhaps turning a possible disaster into an
advantageous scenario, analyzing the good results is able to offer essential insights that could be
transferred to other scenarios. Innovations created during crisis scenarios might actually be put on to
regular operating conditions to produce a long term strategic advantage. No matter the end result, analysis
of past performance typically offers considerable lessons for the future.

Iv. CONCLUSION

Crisis is actually an overt display of dissatisfaction with resources, pérsonalities, values, opinions, ideas,
and the rules of a company. It's an uncommon atmosphere which hinders the attainment of specific
desirable or maybe objectives that are attainable . Thus, it's an enigmatic and cancerous issue. Running a
business groups it's a common or rampant very element. The common and persistent element of crisis
situations through the years has impacted every facet as well as ramifications of groups as well as the
society. Hence crisis appears to be a "double advantage sword" if this happens, it hurts both the
organization as well as the workers of its on one side and also the government as well as environment on
the additional side. Running a business organizations, the regular resurgence of crisis is possibly because
the strategies or maybe the resolutions of theirs aren't encompassing or perhaps that the issues have taken
on complex and new dimensions in need of suitable investigation as well as answers. Thus, it's vital that
businesses have well informed personnel who could take part in the crisis management plan. Last but not
least, every business must have a comprehensive crisis management system to ensure continuous and
effective performance.
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Lorraine Hansherry: A Black Feminist

Umakanth S, Panl

When Lorraine Hansberry died tn 1903 at tne age of thirty
five, <iie was not only the first black pm azzs,h; to have achieved
“'m e ant :11:1{:1211: Uz,‘ﬂhz( n but '1!\(; One of %’u“ :Lu- .'\.mcm,m}

women playwrights to nave been noticed by the 53{‘mm1| public.

Lorzaine Hansberry achieved unparallel success by wnting /1
Rarsin in the s, which became the first play by a black woman to
be produced on Broadway and to win the New York Drama Criues
Circle Award. Then even as the enues hatlled her as a new black
voice, she shogked them by \S't‘itiﬂg; another play, about whites -
called The Sion in Syducy Buorstein s Window, wiuch exposes the spintual
and the cconomic poverty uf ilw Beat generation, Even as a child,
Lorraine was unconventional, mantaimng empathy and respect
for her teen wealthy classmates, defying the class separation which
was touted as the norm among haves’ and have nots’.

Today, she has been recognized as a black feminist dealing
with the cross-current issucs between women and men, black and
white. Further she forces us into even smaller factions. The
controversies generated by recent books and plays about black
women are symbols of confusion about their history and present

Umakanth S. Patil: Associate Professor, Karnatak College, Bidar




e T e S A

Alre I

Intemational Joumal
Certificate

This is to certify that the research article
submitted by Dr. Shashidhar Patil on the
topic “MONOPOLIES AND THEIR IMPACT ON THE
MARKET" has been published in the October
2018 ‘publication in Volume 16 of Airo

International Research Journal.

https://www.airo.co.in/paper/ad min/upload/intérnaticnal

Authorized Signatory Chief Editor
i Alro Journals
nwWWwlTomon

ISSN : 2320-3714 |

International
Mult-Disciplinany
Indexed
Research Journal

RL‘f(‘ﬁ.\"d
Journal |




MONOPOLIES AND THEIR IMPACT ON THE MARKET

Dr Shashidar Patil

Assistant Professor
Karnatak Arts,Science and Commerce College,Bidar

ABSTRACT

Economists have usually argued that economic scarcity is going to be greater below monopoly than if
higher market competition is existed. Much more precisely, it's commonly argued that monopoly is going
1o result in greater economic scarcity than when ideal towrnament prevails. This particular paper is
designed to clear if the monopoly system of the web business has created market power and discussed the
effect of monopoly available on the market.

I. INTRODUCTION

Just like perfect competition is actually an abstract or ideal market style, so too is monopoly. The issues
of defining monopoly and measuring the pitfalls and monopoly power of different procedures are actually
talked about in this specific chapter. The conventional profit maximizing type of monopoly, assuming the
absence of entry. is actually outlined first as well as the effects of a monopolist's behavior for consumers'
surplus are actually explored. The scope of losses in consumers' surplus as a consequence of monopoly as
compared to the answer of ideal competition is actually displayed to a fixed environment to rely on the
inelasticity of the need for the monopolized item as well as on the inelasticity of marginal cost. This leads
on to a discussion of the family member advantages of monopoly and ideal competition in a powerful
environment about technological change as well as to a consideration of X-inefficiency' below monopoly
and also the potential social costs of this compared to' allocative' inefficiency.

Entry situations are incredibly essential in figuring out whether as well as for just how long a monopoly
lasts and those circumstances influence the behaviour of incumbent' monopolists. For that reason, in any
talk of monopoly behaviour, it's vital that you take possible entry into account. With this chapter, account
is actually taken of barriers to entry like complete price barriers (for example arising from patenting as
well as learning differences involving economies, legal barriers, or businesses) of scale like those
stemming from characteristics of technology or maybe marketing and advertising.
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THE CHANGES IN CONSUMER BEHAVIOR AFTER THE
POPULARIZATION OF THE INTERNET

Dr. Shashidar Patil

Assistant Professor
Karnatak Arts,Science and Commerce College,Bidar

ABSTRACT

The decision making parameters of today's consumer is a lot distinct Jrom that of the first
years. From being price sensitive, Indian consumer is additionally getting quality vulnerable.
Internet has empowered individuals and made conscious about the accessibility of solutions
of much better quality at prices that are affordable. In among the chapters at faculty of
Pretoria, the writer states that, internet has turned into a main source of info while making
purchase choices. The impact of internet technology is actually playing a significant role in
the changing consumer behaviour. This particular analysis is designed to appreciate this
changing pattern as well as behaviour of consumer in India. India building digitally to an
immediate level has already attracted numerous foreign investors in e-advertising is a great
spot as there's progress of the business. Hence the analysis is actually of great relevance.

Keywords: Consumer, behaviour, shopping, web, internet.
I INTRODUCTION

The web has changed a lot about the lives of ours, it is difficult to picture a period without it.
Naturally, among the primary things the web has modified will be the way we purchase. The
way we learn, research, and eventually buy items is totally different than it was actually a
decade before. The web is being created quickly after previous 2 years, and with pertinent
digital economy which is pushed by info technology also being created globally. Right after a
long-term development of internet, which quickly increased net users and highly speed
internet connection, and new technology as well have been designed as well as utilized for
web developing, those lead to firms are able to market as well as improve pictures of services
and product via site. Thus, detailed product info and enhanced service attracts increasingly
more individuals transformed the consumer behavior of theirs from the standard method to
more depend on the web shopping. On the flip side, more businesses have recognized that the
consumer behavior transformation is actually inescapable pattern, and hence change the
advertising approach of theirs.

Nevertheless, despite the broad availability of goods you are able to purchase from the
convenience of the own house of yours, there continue to be a number of products which
consumers opt to constantly purchase in store. Furthermore, there are items that the common
consumer does not consider truly worth traveling out to buy. As marketers, it is vital that you
make this distinction so could greatly operate the best behavior type from advertising
promotions.

Since the web is recognized as the effective tool of the business processes, numerous
scientists have attempted to disclose its influences as well as impacts. Particularly, the




potential of the web in supporting the purchasing behaviour of the clients is intriguing in
today company analysis. Customer action indicates the

pursuits which come out of an individual or maybe business on purchasing services or
products. The activities include psychological procedures starting from desiring
products/services to making choice to purchase products/services.

II. CONCEPT OF CONSUMER BEHAVIOUR

Consumer behaviour refers to the task in which a team or the person of customers selects,
purchases, uses or maybe disposes items to meet their wants as well as needs. While deciding
upon purchasing a product you will find a number of factors which influences the consumer
as social, cultural, psychological, private etc, the principle of consumer behaviour are derived
from activities like learning, info processing as well as decision making, created by eminent
researchers in the fields of consumer behaviour features 5 stage process Problem recognition,
info search, evaluation of options, buy choice as well as post buy behaviour. The crucial
mental practice of consumer behaviour as announced by Philip Kotler is actually a precise
procedure and there are actually "n" number of elements influencing this behaviour, that is
provided in a variety of consumer behaviour models.

The first theories of consumer behaviour was based on economic idea that is depending on
the presumption the consumer is actually logical in the purchases of his and decides upon
purchasing a product based on principle of utility, which states he spends cash after cost
benefit analysis and interest. The later on theories had been depending on the cognitive
strategy, in which the person is actually viewed as an info processor that receives the info and
processes it and exhibits some behaviour (Jeff). Nevertheless, these cognitive theories are
actually produced from the mental perspectives. The idea of consumer behaviour from a
socio psychological viewpoint was emerged in 1960's in which researchers as well as
marketers explored different factors and the task influencing the consumer behaviour while
buying a product. Although generally there are actually various methods in figuring out the
factors influencing the consumer behaviour, is actually referred to as a procedure, which
begins from trouble recognition to publish buy behaviour.

The decision making parameters of today's consumer is a lot distinct from that of the first
years. From being price sensitive, Indian consumer is additionally getting quality vulnerable.
Internet has empowered individuals and made conscious about the accessibility of solutions
of much better quality at prices that are affordable. In among the chapters at faculty of
Pretoria, the writer states that, internet has turned into a main source of info while making
purchase choices.

II.  TECHNOLOGY IN CONSUMER BEHAVIOUR:

The decision making parameters of today's consumer is a lot distinct from that of the first
years. From being price sensitive, Indian consumer is additionally getting quality vulnerable.
Internet has empowered individuals and made conscious about the accessibility of solutions
of much better quality at prices that are affordable. In among the chapters at faculty of
Pretoria, the writer states that, internet has turned into a main source of info while making
purchase choices. All the above mentioned theories lacked in the approach of theirs towards
detailing the technological treatment in the consumer behaviour. Today's consumer depends
on internet to make purchases, also supported the demands for research related to technology
as well as the relevance of its in consumer behaviour studies. He opined that, technology is




actually acting as a facilitating agent in trying to find info and evaluating the options and
achieving the business. The online consumer behaviour is actually talked about in 2
perspectives; some scientists believe that the online consumer behaviour differs from the
conventional buying behaviour Guttman et al., (1999). On the flip side, other researcher
opines that, conventional purchasing behaviour may be put on to today's online consumer
with the addition of several of the elements as trust, confidence and danger. Online buy
behaviour is theoretically been studied in the perspective of innovation adoption as it's an
article learning behaviour. The consumer decision making process with the technological
interventions can't be theorized while it takes place over a space of time. Among the first
development theories of internet purchases is actually the Innovation diffusion theory., the
socio psychological theories start to be predominant while describing the behaviour of online
consumer. These theories rely on innovation, technology and also the adoption or perhaps not
adoption of this development is the behavioural features in each one of these theories.

There's no concept or maybe researchers’ agreement on places that are common, that can
explain the explanations why customers purchase online. Hence the causes for willingness or
otherwise determination to make use of the technology, the motives preference towards
utilizing internet to make purchases, intention behind using internet for making purchases
could be studied. This particular analysis is actually directed at understanding changing
consumer behaviour towards making purchases on the internet.

IV.  CONSUMER BEHAVIOUR IN PARTICIPATORY DIGITAL WORLD:

Today, consumer is actually making purchasing choices in a participatory digital culture. The
outdated consumer behaviour no more works into this digital era. There's treatment of
technology in nearly all phases of consumer decision making process, there are many factors
that are influencing this consumer behaviour and it gets really essential for an internet
marketer to recognize the consumer attributes, their online purchasing intensions as well as
the behaviours of theirs. The behavioural intentions of people differ. It's additionally found
that the younger millennial generation intends to utilize internet technology more when
compared to the aged demographic. The cultural, cultural, personal and psychological factors
which influence the consumer behaviour are usually straight or perhaps indirectly affected by
technological elements. Today's consumer is actually empowered than in the past and this
particular empowerment is actually due to the info and technological revolution

| Problem Recognition

Information Search

" _ Lvaluation of alternatives |
Internet Technology

Purchase Decision

| Post-purchase behaviour

With the goal to appreciate this fast treatment of technology in the consumer behaviour, as
well as the relevance of the standard consumer behaviour version, the study makes an attempt
to check out additional details in Indian context with the next objectives:




¢ In order to recognize the perspectives of changing consumer behaviour in digital
world

e In order to take a look at the effect of technology on consumer while making
purchases.

V. EFFECT OF INTERNET ON CONSUMER BEHAVIOR

The influences on consumer behavior are commonly produced between internal and external
factors. Outside variables are originated from the environmental problems, as well as internal
variables are typically coming from the consumer's brain. You will find numerous factors
could affect consumer's behaviors. Based on Warner, the outside influences might divide into
5 sectors: Demographics, socio-economics, public policy and technology; culture; sub
culture; reference groups; and marketing. The inner influences are bunch of mental processes,
which include semiotics. * self-image, motivation, perception, learning, and attitudes
(Malcolm). Along with these, Sheth (1983) even recommended that the customers have 2
kinds of motives while shopping, that are non-functional and functional. The purposeful
motives are mainly about the time, shopping location as well as consumer's needs, which may
be like one stop shopping to avoid wasting time, the environmental of shopping location like
free parking spot, lower price of goods and also available to select from extensively
assortment of things. The non-functional motives are definitely more linked with culture or
maybe community values, like the brand of the shop. The standard shopping is just about the
consumer to buy the desires of theirs. This particular behavior is going to be affected by the
seller's marketing as well as promotion which attracts clients goes there and buy
commodities, afterwards a part of solutions that are new will be taken home and be worn.

Internet Shopping

Internet shopping and conventional shopping are sharing numerous similarities, at exactly the
same time, it also exists some variations between them., like the Internet shopping might offer
convenience and active services, as well as the conventional shopping might provide
customers much more comfortable shopping good quality and planet of items. Both element
of shopping malls are actually attempting to improving the services of theirs by learn
commutatively from one another, for example conventional shopping malls offer more
parking spaces, far more counters, and closer to residential area to be able to enhance services
in convenience; Internet shopping malls adopt virtual reality as well as 3D strategies to boost
the business presentation of things.

Convenience

Internet offers a huge convenience for shopper as the primary reason behind the shopping
online has been agreed by the majority of clients as well as researcher. Because of the
characteristic of Internet, it allows consumer to shopping online anywhere and anytime,
which means consumer is able to browse as well as shopping online 24 hours one day, seven
days a week at office or home, which attracts some time starved shoppers come to Internet
for save some time to searching items in actual physical shop. Furthermore, Internet provides
some great solutions to help save time as well as cash. For instance. shoppers don't have go
out to the physical store and hence there's no transportation price. Compare using the
conventional shopping, there's no waiting line for shoppers on the web, and several shoppers

found they feel stress from the sales folks often, but Internet has them much more pleasant
while shopping online.




Technology

The convenience based on Internet is primarily based on the technology growth, and which
plays a vital role throughout the advancement of Internet shopping. Within the last decade,
groups have recognized that the brand new technology might influence on Internet shopping
deeply, and hence there are numerous essential technologies including virtual reality and 3D
methods have used to acquire large competitive benefits. info technology has utilized in the
type of the web improved much better quality of product information, which help shopper's
decision making. Through the number of surveys about the web use, the progress of Internet
as well as the speed of growth of Internet use have been fast enhanced within the last ten
years. Based on the BMRB International (2004) as well as GVU's WWW 9th User Surveys
(1998). the amount of Internet users in Great Britain has grown to 22.7 million among 48.4 %
of the adult population, and approximatelyfifty-three % of Internet users have claimed that
shopping is actually a primary use of the Web. Additionally. a statistical report on the web
Development in China from CNNIC (China Internet Network Information Centre) have
launched in July 2006. By this particular article, in the element of Internet shopping, you will
find thirty million users usually shopping online, and also near 1/4 Internet users have online
shopping experience. The two surveys indicate that far more plus more Internet customers
prefer online transaction even though they shopping, therefore the security of online
transaction undoubtedly will end up a major aspect to affect the web shopping.

VI. CONCLUSION:

The expansion of internet as well as the use of its for numerous functions has pushed the
researchers as well as the marketers’ interest to recognize the consumer behaviour towards
internet to make purchases. There's exponential growth of the variety of consumer purchasing
online. In a nutshell, the evolution of the web has essentially changed how customers
perceive makes in addition to buy commodities. There's a definite energy shift from the
marketer to the consumer, as the consumer is actually empowered to make educated choices
based on info the web offers access that is easy to. With buyers becoming co-creators,
marketers must adopt a far more participative, personalised and user centric strategy to be
able to be successful. Marketers must focus on building beneficial brand related UGC to be
able to create the brand of theirs and expand the brand equity of theirs. Building discussions
around the brand of theirs is important in establishing credibility in the tech savvy age of
ours. Nevertheless, despite the increasing obsolescence of the classic marketing strategy, on
the internet and offline marketing shouldn't be isolated but viewed as a blend of both
outbound and inbound marketing when you are formulating a multi-channel approach.
Conventional marketing techniques possess the possibility in garnering access and
influencing consumer perceptions and hence shouldn't be dismissed or perhaps neglected. In
addition, there'll usually be differentiated customers as well as the potential for repurposing
classic methods. Although the ways of marketing have developed along with technology, the
job of marketing still remains exactly the same. The goal of its in cultivating quality buyer
relationships will certainly generate the feature of its to favourably correlate with the
changing behaviours of the customers of its. Projecting into the following 5 years, creating
marketing tech teams might be required to deal with the task info technology poses to
marketing's function as well as form.
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IL CONCEPT OF MONOPOLY

Monopoly It's a market scenario where there's an individual seller controlling the whole market.
Therefore, the firm itself becomes the business. There's absence of any tournament, since the entry of
rivals is successfully prevented. To be the single supplier, the monopolist carries a good command over
cost determination. Clean monopoly is typical in numerous public energy enterprises underneath the total
command of the state,

The distinctive functions of a monopoly market for merchandise are actually:

*  The monopolist is actually the sole producers in the business.

* You will find no directly cut-throat substitutes for the item of the monopolist. Thus, the
customers have no answer. They've to either purchase the item from the monopolist or even go
without it.

*  Monopoly is actually a total negation of competition The monopoly firm faces a downward

sloping demand curve for the product of its. Which implies it can't promote much more output
unless the cost is lowered.

* A clean monopolist does not have quick rivals because of to certain barriers to entry into the
industry. However, there are actually legal, technological, natural or economic obstacles, which
might obstruct the entry of new firms.

* The cost is exclusively determined at the discretion of the monopolist, since he's unchecked
command with the supply.

. You'll notice 6 qualities of monopolistic competitiveness (MC):
*  Product differentiation
*  Many firms
* No entry and exit cost in the long run
* Independent decision maKing
*  Some degree of market power

* Buyers and Sellers do not have perfect information (Imperfect Information)




111, PERFECT MONOPOLY

A Monopoly (from Greek monos pévog (alone or single) + polein Twleiv (to sell) prevails when a certain
person or maybe enterprise is actually the sole supplier of a specific commodity (this contrasts with a
monopsony which pertains to a single entity's command of a market to buy an excellent or maybe service,
along with oligopoly which consists of a couple of entities dominating an industry). Monopolies are
hence recognized by an absence of economic competition to create the good or maybe service as well as a
lack of practical substitute items. The verb monopolize' refers to the task by which a business gains the
capability to increase costs or even exclude competitors. In economics, a monopoly is actually a one-time
seller. In law, a monopoly is actually a business entity which has considerable market power, that's, the
energy to charge prices that are high. Even though monopolies might be big business organizations, size
isn't a characteristic of a monopoly. A little business might still have the strength to increase costs in a
tiny market (or maybe market).

A monopoly is actually distinguished from a monopsony, in which there's just one customer of a product
or maybe service; a monopoly might also have monopsony command of a sector of a market.
Furthermore, a monopoly must be distinguished from a cartel (a type of oligopoly), in which a number of
providers act in concert to coordinate services, sale or costs of goods. Monopolies, monopsonies as well
as oligopolies are conditions so that one or even some of the entities have market power and consequently
communicate with the clients of theirs (monopoly), suppliers (monopsony) as well as the other businesses
(oligopoly) in tactics that leave market interactions distorted.

Characteristics of Perfect Monopoly

*  Profit Maximizer: Maximizes earnings.

* Price Maker: Decides the cost of the good or maybe item to be offered, but does so by
determining the amount to be able to demand the cost desired by the firm.

* High Barriers to Entry: Other sellers are actually not able to type in the market of the monopoly.

* Single Seller: In a monopoly, there's one seller of the good that generates all of the output. Thus,
the entire market is actually being served by a single business, and for practical purposes, the
business is actually the just like the business.

*  Price Discrimination: A monopolist is able to alter the purchase price as well as quality of the
service. She or he sells more numbers charging less cost for the item in an extremely flexible
market and also sells less numbers charging price that is huge in a less flexible market.




Sources of Monopoly Power

Monopolies derive the market power of theirs from barriers to entry- circumstances which stop or perhaps
significantly impede a possible competitor's potential to participate in a market. You will find 3 major
kinds of barriers to entry: deliberate, legal, and economic.

* Economic Barriers: Economic barriers consist of economies of scale, capital needs, technological
superiority as well as price benefits.

* Economies of Scale: Monopolies are actually characterized by minimizing costs for a somewhat
big range of output. Decreasing expenses coupled with big first expenses provide monopolies a
benefit of would be competitors.

*  Capital Requirements: Production processes that need huge investments of capital, or maybe big
research as well as development expenses or even significant sunk costs restrict the number of
businesses of an industry. Huge fixed costs also allow it to be hard for a tiny business to enter an
industry & grow.

*  Technological Superiority: A monopoly could be better capable to obtain, incorporate as well as
make use of the absolute best technology in producing the goods of its while entrants don't
possess the size or maybe money to use the greatest out there technology. One business that is big
may at times produce items less than a number of small businesses.

* No Substitute Goods: A monopoly sells a great for which there's no good replacement. The
absence of substitutes can make the need for the great fairly inelastic allowing monopolies to
extract good earnings.

* Control of Natural Resources: A key source of monopoly energy is actually the command of
resources which are essential to the generation of a final excellent.

* Legitimate Barriers: Legal rights are able to offer opportunity to monopolise the market
associated with a very good. Intellectual property rights, which include copyrights and patents,
provide a monopolist exclusive command of the generation as well as selling of particular
products. Property rights might provide a business exclusive command of the supplies required to
create a very good.

¢ Deliberate Actions: A business desiring to monopolise a market might take part in different kinds
of conscious activity to exclude competitors or even do away with competition. This kind of
methods include collusion, lobbying governmental authorities, and force (see anti competitive
practices).



IV. MONOPOLY VERSUS COMPETITIVE MARKETS

While monopoly and best match mark the extremes of market structures, there's a bit of similarity. The
price capabilities are exactly the same. Both monopolies and completely cut-throat businesses reduce
price and maximize profit. The shut down choices are exactly the same. Both are assumed to experience
completely cut-throat elements marketplaces. You will find distinctions, several of the more essential of
that are as follows:

Marginal Price and Revenue: In a flawlessly competitive market, cost equals marginal cost. In a
monopolistic market, nonetheless, cost is set above marginal cost.

Product differentiation: There's 0 item differentiation in a flawlessly competitive market. Every solution
is absolutely homogeneous and a great replacement for any additional. With a monopoly, there's great to
complete item differentiation in'the sense that there's no accessible replacement for a monopolized
positiive, The monopolist is the single supplier of the great in question. A consumer both buys from the
monopolizing entity on the terms of its or perhaps does without.

Number of Competitors: PC marketplaces are actually populated by an infinite amount of sellers as well
as customers. Monopoly calls for an one-time seller.

Profit Maximization: A PC organization maximizes earnings by creating so that cost equals marginal
costs. A monopoly maximizes profits by generating exactly where marginal revenue equals marginal
Costs.

Number of Competitors: PC marketplaces are actually populated by an infinite amount of sellers as well
as customers. Monopoly calls for an one-time seller.

Elasticity of Demand: The cost elasticity of demand is actually the percentage change of demand the
result of a one % change of relative value. A booming monopoly would've a somewhat inelastic demand
curve.

Supply Curve: in a flawlessly competitive market there's a well defined supply perform with a one-to-
one connection between cost as well as quantity supplied. In a monopolistic market, no such supply
connection is available.



Y IMPACT OF MONOPOLY

As the single providers of a product or maybe service, monopolies have no competition as well as no cost
restrictions. Monopolies utilize patents, mergers, and acquisitions to get business dominance and protect
against market entry. When left unregulated and unmonitored, monopolies may negatively impact even,
consumers, and businesses the economy.

Inefficiency in a Monopoly

In a monopoly, the firm is going to set a certain cost for an honest that's readily available to other
customers. The amount of the great is going to be much less as well as the amount will be higher (this is
actually the reason why the very good a commodity). The monopoly pricing creates a deadweight loss
given that the firm forgoes transactions with the customers. The deadweight loss is actually the likely
profits which didn't go to the customer or maybe the producer. As a consequence of the deadweight loss,
the combined surplus (wealth) of the consumers and also the monopoly is actually under that received by
customers of a competitive market. A monopoly is much less effective in complete gains from swap
compared to a competitive market.

Monopolies could become inefficient also less innovative about time since they don't need to participate
with other producers in a marketplace. For private monopolies, complacency is able to make space for
prospective competitors to conquer entry barriers and type in the market. Additionally, long-term
substitutes in markets that are some other are able to take control every time a monopoly becomes
ineffective.

Market Failure

If a market fails to allocate the resources of it’s effectively, market failure takes place. In the situation of
monopolies, abuse of energy is able to result in market failure. Market failure happens once the cost
mechanism fails to take into consideration all of the costs and also advantages of supplying as well as
eating a great. Being a result, the market fails to supply the socially optimum quantity of the great. A
monopoly is actually an imperfect market which restricts paper in an effort to maximize profit. Market
failure in a monopoly is able to happen simply because not enough of the good is actually made out there
and/or the price tag of the good is absurdly high. Without the presence of market competitors it could be
difficult for a monopoly to self regulate & stay competitive about time:
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Imperfect competition: This particular graph shows the brief run equilibrium for a monopoly. The grey
package illustrates the abnormal profit, though the firm could be easily losing money. A monopoly is
actually an imperfect market which restricts the output in an effort to optimize the earnings of its.

VL CONCLUSION

As one can see, monopolies aren't developed by the free market. They're produced solely by government
interference into the free market; they're produced once the government will provide several firm(s)
exceptional privileges above others with the initiation of physical force. A totally free market economy is
intensely competitive and it is usually more so the bigger the firms in an industry are actually as well as
the fewer the number of firms which are present in an industry.

We must also keep in mind that the resources for advertising tournament aren't restricted to antitrust
policy, but extend to other parts, like banking regulation. Additionally, you will find numerous relatively
simple as well as fast measures Congress might take to better protect entrepreneurs from monopoly
power. Mastercard and visa, for instance, demand exorbitant costs on businesses that are small in the
United States, however in a lot of Europe regulations cap what they are able to charge
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ABSTRACT

Aim of the paper is to experiment video shot boundary detection using region based segmentation methods and
texture based segmentations for short videos and perform a comparative study for the best approach for shot
detection based on quality parameter analysis at different levels of implementation. As a preliminary work, the
experiments carried out on five different video sequences which capture adequately the visual content of the shot.
The results are analyzed and verified using alternative methods for each algorithm like four correlation coefficients
are used to find the best suited for shot detection and also the best alpha value is considered from a range of values
for calculating adaptive threshold value for detecting shot boundary. The clustering methods are used for key frame
extraction and video summarization, The results and analysis shows that summarization provides sufficient
information about visual content of the shot. The proposed approach is best suited for detecting abrupt cuts in the
scene.

Keywords: video shot detection, region based segmentation, Texture feature extraction, correlation coefficient,
adaptive threshold, Quality parameter, key frame extraction.

I. INTRODUCTION

A video is divided as frames, shots, or scenes and a sequence of interrelated successive frames considered
contiguously representing a continuous action with space and time is known shot. A scene can be defined as the
collection of one or more shots which focuses on an object or objects of concern. The continuous image sequence in
a shot generally has reliable content whereas scene is a more semantic notion, essentially an information unit. Video
shots are measured as the primitives for higher level content analysis, indexing, categorization, summarization and
many more. Numerous types of transitions or boundaries exist among video shots. These shots are majorly
categorized as cut, fade, dissolve and wipe. Despite innumerable proposed approaches and techniques so far
proposed, robust algorithms for detecting different types of video shot boundaries have not been found.

Here we proposed a new experimental approach for detecting video shot based on the combination of Region based
segmentation and texture based segmentation. The video shots are detected using these segmentation methods,
analyzed the results for the best suited method for shot detection. This method mainly detects abrupt cuts in which
the image intensity or color is abruptly changed. The frames which contain meaningful information about the
content of the video are called as key frames. The researchers have attempted to exploit various features for the
extraction of key frames in videos. In this paper, we used clustering methods for extracting key frames and
summarization. The results are compared based on the performance.

The paper is structured as follows. Section II gives a review of the existing techniques, while Section III explains
about the proposed methodology; Section 1V provides explanation of our Video Shot Detection Algorithm. Section
V deals with approaches to Key Frame Extraction and summarization. Section VI demonstrates the results and
analysis and finally conclusion is presented in Section VIL
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Il. REVIEW OF THE EXISTING TECHNIQUES

Key frame extraction is an important and prime phase in video retrieval and used in content-based retrieval and
video browsing applications. Near the beginning, techniques focused on detecting cuts, and recent works are focused
on identifying slow changes. The discussion about various methods adopted for detecting shot boundaries can be
found in [1]. Pixel difference is the earliest and easiest method for detecting whether two frames are significantly
differences based on the pixel count change in terms of values greater than selected threshold. The pixel count of
first and second is compared with second threshold to determine for the second and third frame when shot boundary
is detected. The major drawback of this approach is responsive to camera motion. The expansion of pixel difference
is Statistical methods [2] in which image is divided into various regions and evaluating simple statistical measures
for the pixels in chosen regions, The advantage of this method is, its tolerance to noise, camera and object motion,
but less efficient because of increased time complexity for evaluating statistical parameters and usually produces
many false positives. Another most commonly used method is Histogram differences is evaluated between
consecutive frames and used to detect change in sequence or shot boundaries and simplest approach is to compute
color histograms of gray level for the two consecutive frames and check for the bin-wise difference between the two
histograms, if it is above the threshold then shot boundary is assumed. To reduce the amount of processing needed,
comparison of nonadjacent frames and finer level comparison are made to detect possible breaks. Histogram
difference approach is shows reduced sensitive towards motion but major drawback is that if two images having
exactly the same histograms with extremely different content can have same threshold value for shot detection then
the detection will be false. Edge tracking [4] or the edge change ratio (ECR) [3] method used for detecting shot
attempts to compare the definite content of two consecutive frames. The amounts of entering edges enter and exiting
edges between the two successive frames was computed. Shot boundaries are detected by considering a large edge
change percentages. The researchers determined that this approach is more precise at identifying cuts than histogram
difference approaches and minimal sensitive to motion than chromatic scaling. Motion Vectors [5] like block
matching, region-based pixel difference, MPEG compressed video sequences are used for shot detection and results
shown are much accurate but selecting appropriate vectors are very critical for image processing purposes.

I1l. PROPOSED METHODOLOGY

The main criteria in shot boundary detection are to find the difference between the successive frames which is
sensitive to the correlation (similarity or dissimilarity measure) between the frames and value of adaptive threshold.
Considering these two factors, implementation is carried out in four phases. The first phase is to find the best region
based segmentation method. Second phase is to selecting the best feature from the feature vector of texture feature
extraction method like GLCM which shows best performance for the selected region based segmentation method.
Third phase is to apply the selected feature based segmentation for video shot detection, analyze the results by
varying the alpha value of adaptive threshold and varying the methods for measuring similarity or dissimilarity
between the successive frames. Finally, adopt different clustering methods for key frame extraction and
summarization. The overall design steps are as shown in figure 1.

Here a new approach to video shot change detection has been proposed. The implementation of first two phases is
carried out for images (as each frame is an image) to reduce the programming complexity. The phase I analysis
shows that Region Growing Segmentation method is the best method as it has less computation time and highest
match to the segmentation quality metric[17]. In phase Il shows the results of GLCM Texture Feature Extraction
method indicates that Variance feature is the best feature as it shows highest match to the Texture Feature quality
metric [18]. Phase I1, since Roughness consumes more time, which is not suitable for videos. So, Contrast feature
which consumes less time and stands in second position according to the Quality metrics is declared as the best
feature which can be further used for segmentation and shot detection.

IV.  VIDEO SHOT DETECTION ALGORITHM

The implementation steps are as shown in figure 1. The initial assumptions made for the implementations are
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v" Texture feature based segmentation is used to extract the useful information from each frame

v' Alpha value for calculating adaptive threshold

v" The correlation coefficient is used to find the similarity between the successive frames.

V. KEY FRAME EXTRACTION AND VIDEO SUMMARIZATION

The key frames are chosen from each shot for indexing videos. Each PCCn value is compared with the, i.e. if
PCCn >Th then there is a shot change detected. The interested good key frames are selected based on their
visual and semantical significance. In this work, Fuzzy C Means Clustering Mechanism is adopted for Video
Summarization. The basic idea is to produce the video summary based on clustering similar key frames or
shots and then presenting some degree of frames per cluster. The selecting similar frames based on their color
distribution, luminance and motion vector is significant in frames clustering. In addition, it is also required to
find different criteria that can be employed to measure the similarity and or dissimilarity. Qur implementation
is based on the extraction of color features from video frames and Fuzzy C Means Clustering (unsupervised
classification) for selection of representative frame.

V.  EXPERIMENTAL RESULTS AND ANALYSIS

A. Background

The experiment is done as collection of modules like selecting the best Region based Segmentation methed as
the initial stage. Second module of the work is selecting best feature among other features for each texture
feature extraction method, here GLCM [6] and Tamura method [16]. Finally, selected best texture feature for
each method is used as segmentation criteria for region based segmentation method to segment each frame of
the input video. For Alpha variation (ranging from 2.0 to 6.0) experiments, four video sequences are
considered and for correlation coefficient variations, ten video sequences of different scenarios are
considered. The different correlation coefficient methods are Cross Correlation (CC), Normalized Area based
Correlation (NACM) Method, Pearson’s Correlation Coefficient (PCC) and Spearman’s Correlation
Coefficient (SCC).

B. Video Shot Detection

Video Shot Detection (VSD) algorithm is implemented with two assumptions, Alpha (= 4.0) for setting adaptive
threshold value and Correlation Coefficient (initially Pearson’s Correlation Coefficient) method. As VSD depends
on two parameters and assumption will not give the best results. So the extensive results are generated and
analyzes by keeping one value as constant and other as variable. The detailed results and corresponding analysis is
as shown m Figure 1.
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Figure 1: Block diagram for Video Shot Detection and summarization

Table 1: Shot Detected by p roposed  Texture based Region Growin Segmentation algorithm
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avi |
Textur | Tamu Textur
GLCM e|ra e
Feature Featu (sho
Input s (shot | res i
Videos detecte detect
d) ed)
NAC |PC | NAC
PCC |M G M
85. | 82.
Recall 93.17 19333 |8 2
74,
Precision 43.39 [47.22 |1 79
79.5
F-measure 59.26 162.71 |2 80.57

Table 2: comparison of the Quality parameter of Shot Detection algorithms for proposed Texture based
Region Growing Segmentation algorithm using GLCM and Tamura as Texture Feature Extraction methods

Texture Feature based Region growing Segmentation Method used for Shot detection

To detect shots, the sum of absolute difference of the pixels of 2 consecutive frames in the sequence is considered.
When the sum is superior than a particular threshold, the shot is detected. The threshold T used is adaptive
threshold and is given by: T =mean + ( 3 * standard deviation) where 3 is the experimental constant value. Here
only the detection of sudden change is considered. The detailed results of VSD using GLCM and Tamura Texture
feature based region growing segmentation are tabulated in table | and the outcomes of the VSD performance
analysis are as shown in table 2.

C. Video summarization
The video summarization is helpful for getting brief summary of the video, independent of video length. For this
experiment fuzzy ¢ means method is used for grouping the frames and extracting key frame among each group.

VII. CONCLUSION

In this paper, a new approach for VSD has been proposed as preliminary experiment for short videos: extensive
results are generated and analyzed. The quality measure and time complexity measure is done at three levels, first
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to choose the best region based segmentation, next to select the best texture feature suited for VSD and finally for
VSD for accuracy in detecting the exact shot change. The results shows that Region growing method is the best
region based segmentation method, Variance feature for GLCM and Contrast feature for Tamura is the best suited
texture feature for VSD and NACM correlation coefficient method will show the better similarity measure
between the successive frames in comparison to PCC, CC and SCC. The proposed method is to study the behavior
of various image processing algorithms for video shot detection and key frame extraction method.
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Abstract

Green alga, Rhizoclonium riparium was treated with silver nitrate solution (9 mM) for synthesis of biocompatible silver
nanoparticle (SNP). After 72 h of reaction, the filaments of Rhizoclonium turned dark brown in color and initially synthesis of
SNP was confirmed by observing absorption maxima at 415 nm in Uv-vis spectroscopy. The crystallographic nature and purity
of particles were analysed by X-ray powder diffraction (XRD) and Energy dispersive X-ray spectroscopy (EDAX) respectively.
Fourier transform infrared spectroscopy (FTIR) confirmed the presence of C-H, N-H, C-C, C-O functional groups on SNP
surface. Recorded surface charge of SNP was — 41.4 mV. Transmission Electron Microscopy (TEM) revealed that SNPs were
spherical in nature with ~2-40 nm in size. The binding affinity between DNA and SNP was tested by agarose gel
electrophoresis. TEM micrographs of SNP-DNA showed the particles arrangement in a series adjoining with each other.
Algicidal aclivity of SNP against unicellular alga, Chlorococcum infusionum was confirmed by agar well diffusion method.
Upregulation of stress enzymes such as catalase, super oxide dismutase and ascorbate peroxidase together with carotenoid
content were recorded against Ag® stress. Extracted carotenoids, proteins and chloroplasts from Rhizoclonium also showed
high efficiency in reduction of Ag* ions and subsequent production of SNP.

Keywords: Alga; Silver nanoparticle; Nanosilver-DNA; Algicide; Microscopy, Spectroscopy

Introduction

Silver particle is a well recognized antimicrobial agent (Lara et al. 2010). It has been already reported
that SNP is nontoxic to human but showed its effectiveness against microbes at very low concentration (Jeong et
al. 2005). The antimicrobial property of SNP has been exploited in different products such as textiles, food
storage containers, home appliances and especially in medical devices (Marambio-Jones et al. 2010) and in
pesticide filter (Pradeep and Anshup, 2009). SNP is also used in tropical ointments to prevent infection against
burn and open wounds (Ip et al. 2006). The antibacterial activity of SNP and their mechanism against bacteria
has been fully elucidated (Lara et al. 2010). SNPs directly interact with the cell surface of various bacteria and
damaged cell membranes making it more permeable (Sondi and Salopek-Sondi. 2004). Nanosilver has been
reportedly used in various medical applications viz. imaging, hyperthermia of tumors and drug delivery (Daniel et
al. 2004: Lee et al. 2008). However, the algicidal activity of biogenic nanoparticle has not been reported yet.

The DNA-SNP conjugates have already been exploited as plasmonic biosensors (Huang et al. 2008)
and molecular electronics. SNP can interact with cytosine of DNA because in cytosine, presence of lone pair
exocyclic nitrogen takes part in binding with SNP (Liu and Huang, 2012). Till date, several exciting methods have
been reported for preparation of DNA-SNP conjugates (Liu and Huang, 2012); however, these methods pose
serious challenge for researchers. This challenge arises from the chemical degradation of the SNPs during the
long incubation period and high silver oxidation reactivity. Thus, to extend the application of DNA-SNP
conjugates in the analytical field, a well accepted method for preparing DNA-SNP conjugates is highly desired.

Synthesis of SNP by using different bioreagents like bacteria (Gurunathan et al. 2009; Samadi et al.
2009; Pugazhenthiran et al. 2009; Ganes Babu and Gunasekaran 2009; Nanda and Saravanan 2009; Sintubin et
al. 2009: Kalishwaralal et al. 2010) cyanobacteria (Lengke et al. 2007, Roychoudhury and Pal, 2014), fungi
(Ahmad et al. 2003; Shaligram et al. 2009; Mukherjee et al. 2001; Ingle et al. 2008; Verma et al. 2010) and higher
plants (Shankar et al. 2004; Huang et al. 2007) are well documented. Few reports are there which have identified
the reducing capability of cellular components during SNP production such as fucoxanthin extracted from diatom
Amphora (Jena et al. 2014); protein from fungus Rhizopus (Das et al. 2012) are able to synthesize SNP.

In this study, we synthesized SNP using fractioned cellular components (Carotenoids, Protein and
Chioroplasts) of green alga, Rhizoclonium with comprehensive characterizations using UV-vis spectroscopy,
TEM, SEM, DLS, Zeta, XRD and EDAX studies. The algicidal effect and interaction with DNA of SNP was also
observed,.
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WORD RETRIEVAL FROM MULTILINGUAL DOCUMENT
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ABSTRACT:

In the present scenario, retrieving information from multilingual documents is a challenging
task. The similarity in the shape of the characters in Indian scripts and their interlacing at
paragraph, line and word level makes the retrieval problem more complex. In addition,
segmentation and recognition of single characters often becomes difficult due to the font style
as well as degradations in the print. Consequently, there are no reliable OCRs for south
Indian scripts for complete document transcription and retrieval. Thus, indexing and
information retrieval from south Indian multilingual documents is very challenging task.
Because of this, in this paper, we propose a method based on Histogram of Oriented Gradient
and morphological features. The method is devised with a clue of local and global properties
of the image. IISC (Indian Institute of Science, Bangalore) database is used for testing, which
consists of 220000 words of 11 scripts. To validate the performance of the proposed
algorithm, Kannada, English and Hindi scripts are considered out of 11 scripts. The words of
dataset and query word are described through HOG and morphological features. To estimate
the similarity between query and candidate word, cosine metrics is used. Based on it a
distance metrics is generated to predict the relevance of the words. Then efficiently matched
words are selected at distance thresholds 98%. Encouraging results have been achieved in
terms of the average Precision, Recall and F-Measure at 85.33%, 92.22% and 88.36%
respectively.

Keywords: Image retrieval, Cosine metric, Digital Image Processing (DIP), Euclidean distance

[1] INTRODUCTION
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In the recent past, the concept of digital library or digital repository is significantly addressed to
support the establishment of paperless office. The aim of the digital library is to facilitate access
to the digitized documents. To do this, document images need to be indexed. This task is easy if
the documents contain single script, otherwise, it is harder. In Indian context, most of the
documents are multilingual in nature. As per the Indian constitution, a document of any state
government should be produced with three languages. The interlacing of different scripts at
different levels (line, word and character) in a document is a common practice in India. The
process of indexing and retrieving of such documents can be done using multilingual OCRs by
transcribing the complete document. But, there are no robust multilingual OCRs available to
accomplish this task. Therefore, an alternative method i.e., word retrieval/spotting is the
efficient technique for document indexing and retrieval. The achievement of word
retrieval/spotting can be credited to the holistic word matching pattern employed for comparing
a query word and the image in the database. Here, both the query and database images are
converted into a sequence of feature vectors and their association is often carried out with the
help of cosine distance or other matching patterns.

The aim of this paper is to facilitate a user to retrieve a tri-script document written in English,
Kannada and Hindi from huge digital repository using a keyword or multiple keywords of any
one of these scripts. For instance, a tri-script document contains English, Kannada and Hindi
scripts having a word “urgent” and its equivalent words in Kannada and Hindi. In this case, the

user should be able to retrieve the same document by keying a keyword of Kannada as * 3DE

.o HTAR D
“or Hindi “ . «

We first present the related work in Section 2. Then we describe our retrieval scheme based on
Histogram of Oriented Gradient with the combination of morphological feature in Section 3.
Section 4 presents the performance of the proposed method. Conclusion is drawn in section 5.

[2] RELATED WORK

Word-spotting was at first implemented for speech processing and later it was used for
document image retrieval. It is the method to detect/spot the word or phrase in the document
image. Primarily it was discussed in [2] and [3] for printed and handwritten documents
respectively. Document image retrieval or word-spotting is done in two different approaches
i.e. with segmentation and without segmentation. A number of methods were presented in [10-
11] to find the keywords to retrieve the document images without using OCR. Recurrent Neural
Networks with CTC Token Passing algorithm is effectively used in [13], for a novel word-
spotting method. Then, similarity between words is estimated using DTW transform. Retrieval
of Hindi words based on BLSTM neural networks is proposed in [17]. In this method, the
networks are measured to take contextual information of the word image that cannot be
segmented into individual characters. In [18], the word retrieval method is described for
Devanagari, Bangla and Gurumukhi script by utilizing primitive shape codes, such as zonal
information of extreme points, vertical shapes, and background information of the word image.
Then, an exact string matching method is used to measure the similarity between the words.
Recently in [19], word retrieval for printed Kannada documents is presented using Gabor
wavelets, each query word and database words are considered, then similarity between the
words is estimated using cosine distance, and results are achieved in terms of recall , precision
and f-measure. In [20], an algorithm for extracting a printed Kannada word from a huge digital
database using the fusion of Gabor wavelets and structural features has been proposed. Then
similarity between the words was estimated using cosine metric, and encouraging results were
achieved. In [15], authors have proposed HOG and morphological features for word retrieval of
a printed Kannada document. In this method, each query word and corpus words are
represented through feature vector; then words are matched using a Cosine distance and
Euclidean distance. They obtained good results for cosine distance measure as compared to the
Euclidean. After reviewing these methods, we understand that still lot of work is yet to done for
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word retrieval. In this paper, our focus is to build an efficient model to describe the shape of the
word for better retrieval. To achieve this, a hybrid approach is proposed by combining HOG
and morphological descriptors. We have chosen this combination based on the shape of the
characters of English/Kannada/Hindi script. The combinations of HOG and morphological
descriptors have employed to capture the distinct visual attributes of a word such as holes,
directional edges, upper and lower cavities. These descriptors proved as the best choice for
word retrieval from multilingual documents.

[3] PROPOSED METHOD

In this Section, we describe HOG and morphological features for word retrieval from printed
multilingual document images. Fig. 1 represents the flow of proposed method. To start with, the
document image is the preprocessing step, i.e. noise removal and word extraction. This is the
common approach for any printed document image preprocessing. In this paper, we consider
segmented words from IISc database. Therefore, there is no need of preprocessing. Then,
features are extracted from words and represented trough feature vectors. Afterwards, the
feature vectors corresponding to the query words and the document image words are matched.
The similarity scores are stored in a similarity matrix. Then, similarity matrix is used to locate
the existence of the target words. Finally, relevant words are detected and unrelated patterns are
filtered out based on thresholding distance

Document Query word
Pages Image

v

Preprocessing
and word Featurp
Segmentation Extraction

X ]
Feature — Simil anity

Extraction Estimation

Similar Word
Retrieval

Fig. 1 The flow diagram of the proposed approach

L\
kvl

Fig. 2 Sample segmented words of the Indian Institute of Science 11 script database

= L3
)

[3.1] FEATURE EXTRACTION
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Feature extraction starts from an initial set of measured data and builds derived values
(features) intended to be informative and non-redundant, that efficiently represents interesting
parts of a word image. The following are the feature extraction methods described in this paper
to represent the word image effectively.

Histogram of Oriented Gradients (HOG):

The HOG features are most commonly used for detection of objects [12] and document image
retrieval. The edge information of a word can be efficiently captured using the HOG features.
To discriminate the words of different scripts, only edge information is not sufficient. Because,
the structural properties (such as curvatures, cavities, w-formation and inverse w-formation) of
characters of Indian scripts need to be considered for effective matching. Particularly, to
explain Kannada/Hindi words, capturing cavity, hole and directional edge information is
needed. Therefore, we have combined HOG with morphological features to capture these
potential properties. Exhaustive experimentations have been carried out to show the outstanding
performance of this combination. The above-mentioned methods are considered for experiment
on each word independently to extract the features from multilingual scripts. The
computational description of the HOG and morphological features are explained below.

The basic idea behind the Histogram of Oriented Gradients Descriptor is that appearance of
neighborhood object and shape inside an image can be depicted by the flow of intensity
gradients or edge directions

The image is divided into small connected regions called cells, and the pixels within each cell
are calculated using the histogram of gradient directions. The descriptor is the concatenation of
these histograms. For improved accuracy, the local histograms can be contrast-normalized by
calculating a measure of the intensity across a larger region of the image, called a block, and
these values are used to normalize all cells within the block. This normalization results in better

invariance to changes in illumination and shadowing. Fig.3. shows the process of HOG feature
extraction on word image.

Word Image
Gradient in X and Y Direction
Dividing a word into block
Feature extraction
Normalize the values using L1-norm
Feature concatenation from all block
HOG-I).Escﬂptors

Fig. 3 HOG feature extraction process

Let consider I(x, y) as an input word image. To generate a histogram of 9 bins per cell, we
applied a sliding window of size 3x3. This leads to accommodate the weighted vote of the
gradient vector (0-180° for unsigned gradient) in the cell. The Sobel kernel is employed to
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obtain the vertical and horizontal components of image gradient. The magnitude M(x, y) and
direction D(x, y) of the image is computed as follows:

M(z,y) = [G. + G2 (1)
G .
. o — o a9
D(z,y) = tan {Gy) (2)
—-10+1
G, =T« | 2042 (3)
—10+1
+1 42 +1
Gy=I,+|0 0 0 (4)
N

where I is the smoothed image. Then, histogram of each block of the cell is clustered.

Morphological feature:

The directional edge information of each word is computed by eroding the input image in four
directions viz. 0, 90, 180 and -45 degrees. Later on, the opening, top and bottom hat
transformations are applied to describe the word image. Then, a ratio of background to
foreground of a word is computed after hole filling. These operations are basically depends on
the structuring element. We have designed the structuring element based on the average height
of characters of a word as explained in [6]. Fig. 4 shows the effect of erosion operation and
these images were taken from [22].

Fig. 4 Erosion of 3x3 square structuring element

A pre-processed input image I(x,y) is directly used for erosion, opening, top and bottom hat
transformations and an output image I'(x,y) is obtained. The density of I'(x,y) is defined as

R

2
2, X M)
4=1
R

i=1

Density(n) = c
* :

where, R and C stands for number of rows and column of an image.

Besides, hole fill operation is performed on I(x,y) and obtained a hole filled image I'(x,y). Then,
its density is computed using equation 5. Thus, 11 features are obtained (computed erode image
densities of four directions-04, opening, top and bottom hat each-02 and foreground to
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background ratio after hole filling-0O1). Further, we combined 11 morphological and 81 HOG
features to describe the shape of the underlying image in terms of global and local shape
properties and obtain a feature vector of size 92x1.

[3.2] SIMILARTY MEASURE

Words in the database are listed on the basis of the similarity between the query and target word

(database). In this paper, similarity between the words is estimated by two distinct metrics, they

are:

Cosine Similarity: This metric is commonly used to determine the similarity between two

words. In this similarity metric, the word features are used as a vector to find the normalized

dot product of the two words of an inner product space that measures the cosine of the angle

between them. The cosine of \begin{math}0*0\end{math} is 1 and it is less than 1 for any other

angle. The mathematical equation of the cosine similarity is defined below:

e g .Y

Similarity(z,y) = cosfl = ————— (6)
||| * [1y/]]

where x and y are feature vectors.

Euclidean Similarity: Euclidean similarity (distance) is the "normal" straight-line distance
between two points in Euclidean space. The mathematical equation of the distance defined
below.

'} 3] c e
I(p,q) = I(q,p) = \/(P1 — 47) + (g2 — p2)? (7)

I(p,q) = I(q.p) = > (g — p:i)? (8)

i=1

where p and q are the Euclidean vectors.

[4] EXPRIMENT
[4.1] DATA SET

There is no standard document image database available on Indian scripts. However, the IISC
(Indian Institute of Science, Bangalore) word database of 11 scripts is used to validate the
performance of the proposed algorithm. This database is basically used for script identification
in multilingual documents. Each script of the database has 20000 words which are segmented
from various documents. The size of the database is 220000 words. Out of these, we have
considered only three scripts viz. English, Kannada and Hindi for testing. We have confined our
experimentation to only three languages in this paper. Initially, the experiments were made on
individual scripts (call it as DB-1) and their results were recorded. Later on, it was extended to
multi-script scenario by combining all together (class it as DB-2). Fig.2. shows the example of
word images of the Indian Institute of Science database.

[4.2] EVALUATION PROTOCOL

To evaluate the efficacy of the proposed method manually, a ground truth is prepared for 15
different keywords (5 from each script). The selection of these keywords is made based on their

frequency of appearance in the database. The ground truth details are shown in the following
Table.1.
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[4.3] RESULT AND DICUSSION

In this Section, we discuss the outcomes of retrieving the relevant words from the
document images. The performance of the proposed algorithm is evaluated on two
dataset namely DB-1 and DB-2 (Indian institute of Science (IISc)) is publicly available
[16]. The performance of the proposed method is evaluated through precision, recall
and f-measures as described below.

(RW N RelW)

Precision = B (9)
_ (RW n RelW)
Recall = Teliv (10)
2 % (RW x RelW)
F — measure = (RW + RelW) (11)

where RW- Retrieved Word and RelW- Relevant Word.

Exhaustive experimentations were performed on both dataset. The experimental results
of the DB-1 are summarized in Table 2, 3 and 4 based on Histogram of Oriented
Gradient and Morphological features. Table-5, demonstrates the word retrieval
accuracy of DB-2. It has highest precision, recall and F-measure as 85.33%, 92.22%
and 88.36% respectively when the similarity distance is threshold to 98%. Further Fig.
5, 6 and 7 describes the graphical representation of Recall, Precision and F-Measure of
DB-1.

Table-1 Ground truth of the DB-1 and DB-2 (Kannada, Hindi and English scripts

Sl.No|/word image[Word frequency

|| RS >
2 : 8
3 (5
¥l 2
5 14
6 ] 2
7 10
3 1
o signall 40
- »
=
11 k= =l 18
12 ke lEGIES] 03
e ]
13 EslIEE] 17
P e
14 SIEds] 40

15 HEEEE =

Veershetty C., and Mallikarjun Hangarage 273



WORD RETRIEVAL FROM MULTILINGUAL DOCUMENT IMAGE

Table-2 Results of of DB-1 (Kannada script) word retrieval

Query Word. | Recall(%) | Precision(%) | F-Measure(%)
1 100.00 100.00 100.00
2 100.00 88.00 893.61
3 66.66 66.66 66.66
4 100.00 100.00 100.00
5 85.57 80.00 82.69
Average 90.44 86.93 88.59

Table-3 Results of DB-2(Hindi script) word retrieval.

Query Word. | Recall(%) | Precision(%) | F-Measure(%)
1 88.80 84.21 86.44
2 100.00 75.00 85.71
3 94.01 94.01 94.01
4 80.00 84.21 82.15
5 100.00 87.50 93.33
Average 92.56 84.98 88.32
Table-4 Results of DB-2 (English script) word retrieval.
Query Word. | Recall(%) | Precision(%) | F-Measure(%)
1 100.00 20.00 fataatel
2 50.00 T2.72 T6.18
3 100.00 80,00 BRE.88
4 90.00 87.80 59.28
5 100.00 100.00 100.00
Average 94.00 84.10 88.10

Table-5 An average Precision Recall and F-measure of DB-2

Dataset | No of Query’s | Precision(%) | Recall(%) | F-Measure(%)
DB-2 15 85.33 02.33 88.36
Table-6 Comparative analysis of the proposed method
Work Statistics. Euclidean Cosine
[17] MAP 71.82 NR
Proposed method MAP 77.96 85.33
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Recall Precision F-Measure
120 120 2
108 + 100 100+
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Fig. 5 Word retrieval recall, precision and f-Measure for five query words of DB-1 (English script)

RAecall g =4 E= ] F-Bisasiure

fal (k) s

Fig. 6 Word retrieval recall, precision and f-Measure for five query words of DB-1 (Hindi script)

Aecall Precisson F easisre:

ia) bl (b}

Fig. 7 Word retrieval recall, precision and f-Measure for five query words of DB-1 (Kannada script)

[4.4] COMPARATIVE ANALYSIS

The comparative analysis is made with [17]. Jawahar et al., they worked on retrieval of Hindi
words and stated the Mean Average Precision (MAP) as 71.82% with Euclidean distance. But,
the proposed algorithm exhibited a remarkable mean average precision as 77.96% against the
same script. The cosine distance is also used for experimentation to examine the performance of
the method and found 85.33 % as mean average precision. These results are reported in Table 6.

[S] CONCLUSION

This paper presents the problem of word retrieval from multilingual documents. Basically, we
have considered a document of tri-scripts containing English, Kannada and Hindi. The
combination of HOG and morphological features are used to retrieve the words from above
mentioned tri-script documents. The outstanding performance of the proposed method is
noticed compared to the performance of the reported methods. This method is efficient in
addressing the issues related to different font size, font style, scale and slants of the words. The
performance of the proposed method is validated on a large dataset of 60000 words (each script
of 20000 words). This work will be extending to other Indian scripts to show this method as
generic.
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ABSTRACT:

This article presents word spotting in Kannada document images based on Local Binary
Pattern (LBP) features. The experimentations are carried out on a large dataset of 50000
words which are segmented from 250 digitized and preprocessed document images belongs to
different fields such as Arts, Science and Commerce. Afterwards LBP features are computed
on the query word as well as on dataset images that are to be queried. The similarity between
the query and target or candidate word is estimated using cosine distance and relevant words
are ranked based on different thresholds. The parameters such as average precision, recall,
and F-measures were used to determine word spotting performance and achieved
encouraging performance results such as 74.61%, 75.75% and 75.7% respectively were
achieved.

Keywords: Optical Character Recognition, Cosine Distance, Document Image Retrieval.

[1] INTRODUCTION

In the recent past, a vast quantity of printed documents ranging from old texts to
modern manuscripts belonging to several museums and libraries of the world are being
digitized. To access such on-line databases, labeling and indexing of each imaged
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document is essential. To achieve this task manually a structured meta-data file for each
book or group of books needs to be created. This kind of indexing is a very complex
task, and becomes unwieldy as the size of repositories increases. The needed task is the
automatic recognition of characters or words to achieve labeling and indexing or
transcription of the documents. The state-of-the-art methods of OCR work fine when
the documents are in good condition for transcription. But they fail to transcript the
documents when the documents are poor in quality. The quality of the documents
mainly depends on the type of the printer, inconsistency in printing style, ink, quality of
the paper, multi-script and age of the document etc. In the case of handwritten
documents, word spotting is even more complex due to the variations existing in
writing style, size of the characters, slants, touched words, uneven gaps between the
words and lines etc. Thus, automatic printed/handwritten document text recognition still
remains a very exciting problem for the Computer Vision (CV) community. In this
scenario researchers have been trying word-spotting methods to overcome the
limitations of the above-mentioned text reading approaches.

In this, article, the authors have tried to develop a word spotting algorithm by
considering issues discussed in the aforementioned paragraph such as font size, style,
age and quality of the documents. The remainder of the paper is described as follows:
The literature review is given in section 2. The proposed methodology is presented in
section 3. Section 4 contains experimental results and discussion. Conclusion is drawn
in Section 5.

[2] RELATED WORK

Word spotting method is used for indexing and retrieval of the document images. It is
an alternative way to OCR. Usually, designing OCR is a stimulating task but it fails to
work in degraded, skewed documents, multi-script documents etc. Therefore, the
research on word spotting is extremely motivated in the recent past. Word spotting was
primarily used for speech processing and later it was used to retrieve the historical
documents and manuscripts of different scripts. Word spotting can be defined as the
method of spotting the word or a phrase in the document image. This concept was
introduced for the first time in [1] for printed text documents and later in [2] for
handwritten text documents. Most of the researchers have worked on word spotting
methods namely with-segmentation and without-segmentation. Several algorithms have
been projected for both the approaches for the last three decades. The details about
word spotting without segmentation and with segmentation are reported in [10] and in
[5, 6] respectively. The with-segmentation method decomposes the text in the
document at line level [5, 6], word level [11] and character level [7]. Meanwhile, in
without-segmentation approach, the whole document image is used to search for
spotting the query word. Both the approaches have their own pros and cons. It is
obvious that segmentation based word spotting produces wrong results due to improper
segmentation in the case of tainted documents, touched lines, broken characters and
slanted lines. While, in segmentation free technique the selection of best sliding
window size for word spotting is the major subject. In this paper, a segmentation based
technique is proposed for word spotting. The various methods relating to it are
explained below.

Segmentation based techniques: In [10] movements of the black pixel as holistic
features are used in word spotting. The ‘Binary Gradient Structural and Convexity’
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(GSC) features are proposed in [6]. The discrete cosine transformation of the contours
of the underlying image is used to gain the features vector and its complete process is
discussed in [8]. Similarly, the use of Gabor features discussed in [12]. The use of
different distance measures in computing the similarity between query and candidate
word images are discussed in [5]. In recent past, dynamic time warping (DTW) was
frequently used to calculate the similarity between the words as used in [9]. DTW
tolerates special difference unlike the above methods.

[3] PROPOSED METHOD

In this section, the authors have proposed a method for word spotting in printed
Kannada document images. Fig. 1 shows the flow of our methodology.

[3.1] PREPROCESSING

The input images are binarized using Otsu’s [13] grey level threshold selection
technique. The noise, special symbols such as commas, double quotation marks etc.,
are removed using morphological area openings. Using line structuring element, the
input images are dilated vertically and horizontally [14] to make a word a single
component. Using connected component rule all words are extracted from the
document images. This process of word segmentation gives 100% precision if the
document contains untouched lines and tainted text. Fig. 2, shows the complete process
of word extraction from Kannada document images.

Dienment
Pages Query [mage
iy g Feature
s Hogs Extraction
mentaion
Feature Similarity
Retrieval
of similar
Words

Fig. 1 Bird eye view of the proposed method

(a) (b) ()

Fig. 2 (a) document page (b) document with horizontal dilation (c) segmented words.
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[3.2] FEATURE EXTRACTION

Local Binary Patterns (LBP) has been presented by Ojala in [15]. Recently, LBP
features are used to develop a number of algorithms and they have validated its
outstanding performance. LBP describes mainly the texture properties of the image
and it labels each pixel of the image window cell by thresholding the surrounding
pixels and counts the results as binary number. This is explained in the Fig. 3 and
working flow of the LBP is explained below.

¢ Divide the Image into block of cells for e.g. 8x8 pixels per cell

e Pick the center pixel of the cell and compare its neighbor.(for detail
mathematically defined below).

e If the center pixel value is greater than the neighboring pixel values consider
the value zero; else consider one, all these are binary numbers.

e For user convenience convert these binary numbers into decimal number.

e Then compute histogram of all cells and these histograms can be seen as a
256 decimal feature vector.

e Concatenate (normalized) histograms of all the cells. This provides a feature
vector for the whole window.

Fig. 3 Describes about LBP operator

LBPE Can be obtained with respect to center pixel (Ic) according to equation -1 as
shown below.

LBP?(Ic) = 5P=S(In — Ic)2" (1)

Where (In andIc) gpe equivalent to the values of center pixel and neighborhood pixels.
Fig.4.shows the neighborhood of center pixel in a window. The value of s(x) can be
calculated by equation-2 as shown below.

Suq:{lﬁwriﬂ @)

[}

Oforer <0
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(a) (8,1) (b) (8,2)

Fig.4. The circular neighborhood P R

[3.3] SIMILARTY MEASURE

Cosine similarity: It is a measure of the similarity between two vectors of an inner
product space that measures the cosine of the angle between them. The cosine of 0° is
1, and it is less than 1 for any other angle. Cosine distance measures the orientation
between two vectors but not magnitude. The cosine similarity value is 1, if two vectors
have the same orientation between them and 0, if they have 90° orientations. Further,
the diametrically opposed vectors have similarity value as -1. The similarity values are
independent of their magnitudes and are mainly employed in positive space, where the
outcome is bounded in [0,1]. The similarity between query word and candidate word
image is computed using the cost function of cosine distance which is as follows:

o .y
Similarity(z,y) = cos = ————— (3)
]| * [1yl|

where x and y are the vectors.

[4] EXPERIMENT
[4.1] DATASET

Kannada document image dataset is no publicly available at present. Therefore, the
authors have created a dataset of 50000 words which are segmented from 250
document images. These pages are collected from various books and digitized them
with 300 dpi resolution. The word segmentation is carried out using morphological
filters. The segmented word images are complex in nature with different font size, style,
broken words, partially segmented words etc. Addressing these issues is very
significant for the development of a generic algorithm for word spotting.

[4.2] EVALUATION PROTOCOL
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To evaluate the performance of the technique manually, a ground truth is created for 5
different query words of Kannada. These are taken in such a way that they must have
multiple existences in the dataset. Table-1 shows ground truth of five query words.
They are different in size, font style, length, and thickness. Table 2 shows the results of
Kannada word retrieval with cosine distance.

Average precision, recall, and f-measures are the three important parameters used to
evaluate the performance of the proposed method. Average precision (AP) rewards
retrieval systems that rank relevant words upper, and average recall de-emphasizes the
exact ranking among the retrieved relevant words and is further useful when there are a
huge number of relevant words. The overall system performance through all queries is
calculated quantitatively by f-measure. And these matrices are defined below.

(RetrievedWords N RelevantWords)

Precision = 4)
o RetrievedWords )

r (RetrievedWords N RelevantWords) .
Hamall~ RelevantWords (5)

2 % (RetrievedWords + RelevantWords) -

F — measure = (6)

(RetrievedWords + RelevaniWords)

Table-1 Ground truth of dataset

SLN| Document No | Keywor Word
0. Categories of |dImage | Frequency in
1 Literature 100 13
mm:msa 43
2 |Modern Govt. |30 | [polgNq |33
Tt (32
3 |History 120 63

[4.3] RESULTS AND ANALYSIS

This Section presents the results of Kannada word retrieval in Table-2. These results
are obtained based on Local Binary Pattern features. The properly matched words are
selected at different distance thresholds such as 96, 97, 98 and 99 percent. The average
recall, precision and f-measures results are at 75.75%, 74.61% and 75.71%
respectively. These are obtained when threshold is set to 98%. Further, we extended
this experiment by spotting the query word on a document image. Fig. 5 is a sample
query word image. It is used to spot the queries word in the related document image
which is shown in Fig. 6. The spotted words are shown with red color bounding boxes.
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Table-2 Presents the word retrieval results for 5 keywords in terms of recall and precision as well

as F-measure

Image Threshold & —> 99.0% 98.0% 97.0% 96.0%

Recall (%) 100.00 100.00 74.35 100.00
SEORT Precision (%) | 33.33 72.72 87.87 71.72
F-measure (%) 49.99 84.20 80.54 84.20

oagw T Recall (%) 100.00 100.00 61.76 100.00
Precision (%) 12.12 45.45 63.63 49.45
F-measure (%) 21.61 62.49 79.88 62.62

‘;’oomedé’ Recall (%) 100.00 100.00 100.00 100.00
A Precision (%) 45.45 69.69 78.78 66.69
F-measure (%) 62.49 82.13 88.13 87.10

Recall (%) 100.00 100.00 96.62 100.00
Precision (%) 43.75 81.25 96.61 88.25
F-measure (%) 60.80 89.65 96.61 89.65

Recall (%) 100.00 100.00 77.75 100.00
ﬁ@?w"d Precision (%) 11.11 53.96 79.36 59.96
F-measure (%) 19.19 70.09 77.51 74.09
Recall (%) 88.78 75.75 70.11 70.90
Average Precision (%) 29.15 74.61 76.28 64.61
F-measure (%) 62.83 75.71 71.67 63.71

‘NO&QG@@ ’

Fig. 5 Sample Query word

#

ottt td SR A
STR00E 0E EERIFODR
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Fig.6 lllustration of word spotting with respect to query word which is depicted in the Fig.5

[5S] CONCLUSION

There is no robust OCR system available in the market to transcribe Kannada document
images. Recently, the Govt. of India and Karnataka (IISC, Bangalore) has been
involved in digitizing Kannada documents. Therefore, to access these documents
labeling and indexing is needed. Thus, this work focuses on facilitating easy labeling
and indexing as an alternative to the Kannada OCR. To achieve this, LBP features are
used for word retrieval and spotting in Kannada documents. The performance of the
proposed algorithm is significantly high and this can be realized through the results
reported in Table-2. This technique can also be used for language identification,
document organization, and filtering of the document images in huge respiratory.
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Abstract-Gender Identification has shown prominent role in various applications in digital age, some of them are
human computer interaction, forensic investigation, Biometrics, targeted advertisement etc. In this paper, we
have studied the behavior of Uniform Local Binary Pattern Descriptors with different classifiers for the gender
identification using fingerprints. Among many studied classifiers, we have observed that Nearest Neighbor
Classifier has performed best as compared to other classifiers with the accuracy of 95.4%.

Keywords- Gender Identification; Fingerprints; Texture Descriptors; Classifier Comparison; Soft Biometric.

1. INTRODUCTION

Human visualization is independent to identify and
self-adaptive to recognized the demographic qualities
of a person like age and gender. We can easily identify
the male and female difference. But, the computer
visualization system is not advanced to do all these
tasks. As a result the automatic verification of the
demographic attributes of human beings is an
important task for different applications like HCI
(human computer interaction), surveillance.

Fingerprint is the most famous method to identify
a person. In this digital era, system safety is main
challenge as a large amount of data is easily switched
over computer networks. Attaining optimistic proof of
identity is the important part of data security and in
some cases gender gives additional support for
authentication process.

In this paper, we studied the behavior of well-
known texture descriptor technique Uniform Local
Binary Pattern with different classifiers for gender
identification using fingerprints. MAJOR HEADINGS
Major headings should be typeset in boldface with the

words uppercase.

2. LITERATURE REVIEW

Gender Identification using fingerprint is active area
of research over the past decade as it serves for many
interesting applications in medical studies, forensic
investigation and human computer interaction. In [1]
authors used deep learning based frame work with
single minutiae for gender identification. Authors in
[2] presented an approach to identify the gender based
on discrete wavelet transform based features and back
propagation neural network for gender identification

using fingerprints. Ridge and valley based features
are used in [3] for gender identification using
fingerprints, they have optimal threshold criteria to
classify the gender
anthropology. Authors in [4] described the discrete
cosine transform, FFT and Power spectrum density
based features for gender estimation from fingerprints.
In [5] authors described a method for gender
identification using fingerprints, to do this, they have
used ridge density features of a fingerprint.

with focus on forensic

In [6] authors applied method in which each
fingerprint represented using feature vector consisting
of ridge thickness to valley thickness ratio (RTVTR)
and the ridge density values later support vector
machine is applied to classify the gender using
fingerprint. Authors in [7] proposed a method based
on discrete curvelet transform and GLCM based
features with Neural Network Classifier for gender
classification using fingerprints.

Authors in [8] presented an approach based on 2D
discrete wavelet transform and principal component
analysis for gender identification using fingerprint. In
[9] authors, presented a method based on gender
classification using DWT and SVD based approach
for gender identification using fingerprints.

In this paper, we have presented the approach for
gender identification using uniform local binary
patterns with different classifiers.  This primary
comparative study of different classifiers will be
helpful for future research in the field of fingerprint
based gender identification.
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3. OUR METHOD

Our method involves the three main steps namely, pre-
processing, feature extraction and classification. In
pre-processing we have performed basic operation like
resizing and image enhancement. Uniform Local
Binary Pattern based texture descriptor is computed
for each fingerprint and presented in the form of
feature vector. Further different classifiers are applied
to check the behavior of ULBP in gender
classification. The block diagram of our method is
given in figure for better understanding.

Input Fingerprint
Image

!

Pre-processing

J

Feature Extraction

\}

Classification

AN

| Male

| ‘Female ‘

Fig. 1 Block Diagram of Proposed Method
Pre-processing: Pre-processing is required for better
image representation, in our case we aim to enhance
the image of fingerprints and prepare them for texture
descriptor extraction. For doing this, we have first
resizes an image to size of 164x164; later histogram
equalization technique is applied to enhance the
image.

Feature Extraction: LBP is
descriptor [10] which extracts the local features from
the image in terms of decimal code of binary digits.
First input image is converted to gray scale, then for
each pixel its surrounding neighborhood r will
considered, then based on center pixel, thresholding
operation will be performed and array of binary
numbers will converted to single decimal value, the
process is repeated for the complete image and
equivalent LBP image is going to be produced from
which histogram of 256 values is computed as feature
descriptor. Further the same LBP can be optimized
based on occurrences of transitions in the sequences of
0 and 1. If there is no transition or only two transitions
then it will be uniform LBP code, if more than two

the local texture

transitions then it will be non-uniform code. In this
way, ULBP only considers 59 values and can be used
a feature descriptors. In our experiment, we have
presented each fingerprint image using 59 dimensions
feature vector obtained by applying Uniform Local
Binary Pattern [11].

100[120[130
160[85 |65 1o
170/98 |95 T

3 x3 neighborhoods

Grayscale Image of
Fangerprint

Binary Stng

Fig. 2. Computation of LBP

Classification: For the classification of fingerprint
whether in male or female category we have
considered the different classifiers namely Simple

Tree, Complex Tree, Medium Tree, Linear
Discriminant ~ Analysis, Quadratic  Discriminant
Analysis, Linear Support Vector Machine with

different kernels extended to Quadratic, Cubic,
Gaussian, KNN, Boosted Tree, Bagging Tree,
Subspace discriminant, sub space KNN.

4. EXPERIMENTS

There is no public data is available for the gender
identification using fingerprints, therefore we have
collected our own dataset of 300 fingerprints belongs
to 150 for male and 150 for female. For evaluation of
our method we have applied 10 fold cross validation
with different classifiers mentioned in classification
section. The results obtained with different classifiers
for gender identification using fingerprints are shown
in Table 1. From the table one it can be noted that the
basic K-NN classifier is performed better for gender

identification task and given accuracy of 95.4%. The
same trend is followed by the QDA, Quadratic SVM,
Cubic SVM and sub space K-NN classifier and gives
the accuracy almost more than 90% that is 91.3%,
92.5%, 93.8% and 92.5 % respectively. While tree
based classifiers have not performed well in our
experiment and given low accuracy. The comparison
with other works is kept out of scope in this paper as
our prime aim is to comparison of performance of
different classifiers for the gender identification using
fingerprints. In future, we will consider the
combination of classifiers for enhancement of weak
classifiers where result is low.

3005



International Journal of Research in Advent Technology, Vol.6, No.11, November 2018
E-ISSN: 2321-9637
Available online at www.ijrat.org

Table 1. Accuracy of different classifiers for gender
identification using fingerprints.

Sr. Accuracy
No. | Classifier in%
1 | Simple Tree 64.2
2 | Complex Tree 85
3 | Medium Tree 85
4 | LDA 85
5| QDA 91.3
6 | Linear SVM 79.2
7 | Quadratic SVM 92.5
8 | Cubic SVM 93.8
9 | Fine Gaussian SVM 87.5
10 | Medium Gaussian SVM 86.3
11 | Coarse Gaussian SVM 65.8
12 | Cubic KNN 86.7
13 | FINE KNN 95.4
14 | MEDIUM KNN 85.8
15 | COARSE KNN 53.8
16 | COSINE KNN 85
17 | Boosted Tree 55.8
18 | Bagged Tree 88.8
19 | Sub Space Discriminant 83.8
20 | Sub Space KNN 92.5

5. CONCLUSION

In this study, we have presented comparison of
different classifiers based on uniform local binary
pattern descriptors. In our experiments, we have
observed that nearest neighbor classifier is performed
well and given good accuracy, the same trend is
followed by the SVM based methods and quadratic
discriminant analysis. But tree based methods have not
performed well. In future, we will develop a method
based on combination of classifiers for gender

identification using fingerprints, where weak
classifiers are going to combined with strong
classifiers.
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Abstract Gender Identification plays very important role in many computer applications such human robot
interaction, forensic investigation, supporting soft biometric and targeted advertisement etc. Sometimes alone
fingerprint cannot reveal the needed information; in such case fusion of face information with fingerprint enhances the
performance of gender identification. In this paper, we have presented an approach for gender recognition using face
and fingerprint. In our algorithm we have applied Uniform Local Binary Patterns (ULBP) for feature extraction and
three classifiers were tested separately for -classification. We have noted encouraging results during the

experimentation.

Keywords — Biometric Fusion, Gender Ildentification, Fingerprint, Face, Uniform Local Binary Patterns, Soft Biometric

I. INTRODUCTION

Gender identification plays important role in day to day
life, as many interactions in real life are gender based.
Gender identification has several applications like Human
Computer Interaction, focused advertising & marketing,
demographic studies & forensic investigation. In addition
to this, gender also considered as one of the most promising
soft biometric. IT is useful in enhancement of personal
identification performance in biometric system. It also
helps in reducing the search space to, a particular gender
only. Many attempts are made in identification of gender
based on various traits such as palmprint, face, fingerprint,
clothing style, gait etc. But alone unmoral system can’t give
confirm decision is few cases, therefore to enhance system
of gender identification we proposed a methods based on
combination of face & fingerprints.

Finger prints are most widely and accepted biometric trait,
which becomes easily available. During fingerprint based
gender estimation, if confusion occurs, then addition facial
information boosts the performance & provides promising
confirm result.

In this paper, we have proposed a method to identify the
gender based on face & finger print biometric. This
bimodal method more promising & confirmative as
compared to unimodal methods reported in literature.
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II. LITERATURE REVIEW

Gender identification is one of the popular problems in
biometric research community, lot of works being reported
in literature, few of them we have presented in below
paragraphs.

Authors in [14] cross verified the advantages and limitation
of the automated classification of soft biometric traits. They
have created the dual datasets One is near infrared( NIR
band) at night time face images and another one is face
images at different distances such as 30,60 ,90 and 120
meters long, to classify the gender. They classified the
gender ethnicity by using deep convolution neural network
after conducting experiment they achieved significant
improvement rank _ I recognition rate, compared to other
system.

Authors in [15] have used Local Phase Quantization (LPQ)
operators, which are nothing but taken from the intensity of
the image and monogenic images to classify the gender.
Total four components considered one is intensity and other
three are from the monogenic images, used SVM as a
classifier and compared two datasets, which are, one is
LFW another one is Group dataset and achieved an higher
accuracy for
they got an 91.58% accuracy.

LFW as 97% whereas, on group dataset

Authors in [16] classified the gender by combining
clothing, hair, and facial components to recognize the
gender. Authors considered mainly five components of the
face. Such as forehead, chin, eyes mouth and nose. and also
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they have considered external information’s such as hair of
the gender and clothing of the gender, to classify the
gender. SVM used as a classifier .They realized that higher
accuracy or higher robustness was obtained for facial
components instead of hole face image as input.

Authors in [17] proposed a method, which is nothing but
combination of facial, hairstyle and clothing of the image or
gender to classify the gender. In this they separated facial,
hairstyle and clothing of the input images they had
considered each region PCAs and GMMs values and
applied Bay’s rule to classify the gender and got low error
rate compared input is facial only.

Authors in [18] presented periocular biometric for gender
classification in the wild. They analyzed that to classify the
gender periocular validity area is difficult when the input
image is not face or it is blurred one or it is changed
.Authors worked on group dataset. Achieved an higher
accuracy of 92.46% and 20% error reduction when
compared with best face based gender classification.

Author in [19] proposed MCCT as a features to classify
the gender. MCCT is nothing but multichannel
complementary census transform. which is texture pattern
feature ,which will hold the information of the image in the
sign and magnitude form of the image .these sign and
magnitudes information’s will be combined and used as a
features to extract the image or classify the gender.

Authors in[20] presented one of the iris image to classify
the gender. They have also used uniform LBP as a feature
to classify THE gender. They concatenated the histogram
with LBP OF the image to improve the accuracy and
achieved an accuracy of 91%.

Authors in [6]proposed a multimodal estimation to classify
the gender ,first they have used finger print as one modal
and face information as another model .with Bayesian
hierarchical model. They have used local features used to
extract the gender from the input image they worked on
their own dataset and achieved good results.

Authors in [7] presented a method to recognition of the
gender on the basis of images from the visible and captured
from the thermal camera. They conducted experiments by
applying different feature extraction and fusion methods to
reach highest accuracy.

Authors in [8] have proposed a combination of fuse gait
and face as input to classify the gender. They have used one
of the canonical correlations as a tool to correlate the two
sets of measurements. And achieved an higher accuracy of
97.2%o0n large dataset

Authors in [9] investigated gender classification by using
audio and visual cues. They have designed SVM classifier
by considering visual signal as a data by taking different
three types of the data one is raw data second one is PCA
and third one is non-negative matrix information, and for
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audio pitch melcepstral coefficients are used as input data.
they achieved higher accuracy for speech data
as100%.whereas 95.31 accuracy for visual data.

Authors also compared the SVM with other two classifiers
which are neural network and KNN . Authors in [10]
worked on real word face images they have used facial
local images and LBP as a features extract the gender. And
these features also combined with clothing features to get
increased in the accuracy rate. Authors have combined
particle swarm optimization (pso) and Genetic algorithm as
a one of the important features to extract the image thy
achieved an accuracy of 98.3% by using SVM classifier.

Authors in [11] classified the gender by using the
combination of appearance and motion of the image. They
considered publically available video dataset and taken
LBP as features they have also used spatiotemporal
representation for describing and analyzing the image.

Authors in [12] mainly three layers to classify the gender
the stages are preprocessing and alignment of the face
image second one is constructed pyramid level multilevel
face representation from which local features are extracted
and third one is extracted features to feed to hierarchical
estimator.

Authors in [13] classified the gender on the basis of multi
scale local descriptors as features. And also they have used
facial patch and holistic and combination of features to
extract the gender they reached an 94% accuracy as
compared with deep learning approach.

III. PROPOSED METHOD

Gender identification using fingerprint and face
combination is main aim of this paper, to do this, our
method comprises several steps such as preprocessing,
Feature Extraction, Feature level fusion and Classification.
Local Binary Patterns are used to encode the image
information in fixed size feature vector , further in
sequential manner , we have applied the feature level fusion
and to determine the gender three classifiers were tested
separately those are k-nearest neighbor, support vector
machine and Linear Discriminant Analysis.

A. Pre-Processing

Facial images in our dataset were captured using
Smartphone and therefore, before experiments we cropped
facial regions manually and resized to 200* 164. Later in
preprocessing we have simply attempted image
enhancement operation, to balance the varying lighting
conditions. To utilize contextual information like clothes,
ears and hair style, the whole images are used during
experimentation, instead of cropping the only facial region.
First input image is converted from RGB to Grayscale,
where pixels are represented in two dimensional space
ranging from 0 -255 gray levels. For fingerprint we have
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resized it 164*164 and then converted to grayscale. To
enhance the grayscale images Contrast limited adaptive
histogram equalization (CLAHE) is applied. The advantage
of this method over traditional histogram equalization is, it
provides enhancement of contrast of part of the image
wherever necessary. More details on CLAHE are given

[4].
B. Feature Extraction

Feature extraction is one of the very significant processes in
any computer vision applications. In our case, we have
biometric traits such as faces and fingerprint. We have
applied Local Binary Patterns [ 1], to extract the
meaningful information from gray levels and encode it in
single feature vector.

Local Binary Pattern (LBP) is one of the very efficient
texture descriptor, it labels the pixel of an image based on
thresholding operation, later post thresholding sequence of
0 and 1 considered as binary number further which is
represented by its equivalent decimal. The same process is
repeated for whole image. The histogram of these labels

28 = 256

optimized by considering only limited intervals as given in

is used as texture descriptor. Further it can be

which gives only 59 descriptors.[1] Once the labeled
image IL(x,y) is obtained , we can define the histogram of
LBP as:

H,.ZIL{::x,y) =i},i= 0., n—1.

Where n is number of labels. And IL{A} is 1 if true or O if
false.

Feature Level Combination :
proposed a bimodal gender identification system which

In this work, we have

identifies gender based on combination of fingerprint and
face biometric. To combine the information from both the
biometric traits, we have applied the feature level fusion.
First Features were extracted from each image finger print
and face and then later feature vector of fingerprint and
face is combined in the sequential manner. After applying
LBP we got 59 features from each fingerprint and face,
after sequential combination it becomes i.e.59x2 = 118
dimension feature vector. The details process can be
depicted from the figure give below:

Fig 1: Feature Level combiation of Face and Fingerprint Biometric
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C. Classification

K-Nearest Neighbor is simplest classifier; it stores all
training data & based on suitable distance measure, it
classifies the unknown sample. The Labeling of unknown
sample is done by majority of its neighbors. It assigns the
label based on the class most among its nearest neighbor’s.
In our case we have given Euclidian Distance to find
nearest neighbor & values of k=1. Let [(c1,c2,c3...... cn)]
be the training samples and D[(d1,d2,d3,....dn)] be the
testing samples. The Euclidian distance between A & B can
be define as

. dist(D,C) = /(¢; — d;)?

Support vector Machine: In machine learning, support
vector machines are supersized learning algorithm which is
used popularly for classification & Regression analysis. It
is developed by vapnik [ref] based on statistical learning
theory SVM .The idea of separating hyper plane is used by

SVM to find out separation in given ‘n’data. Vector *i.To
separate _data points a discriminate function is given
glx) =WrXx —b.
of given two classes.

gx) =Wl X, =1

Where Yi is the classes either +1 (male) or -1 (female) .
Linear Discriminate Analysis:
LDA is one the simplest classifier, which having ability of

two separate each data point in one

generalization: The class discrimination is achieved in LDA
by maximizing the ratio between & within class variance.
Let consider the data set X=[x1,.xn] of ‘n’ samples in M
dimensional space where each sample. Belongs to the either
Male or Female class denoted by ‘C’. The computation of
Decision‘is given as:

glx) = wTx
Where W is linear projection vector which minimizes the

between scatter matrix 5,
T
szggzlni(mi —m)(m; — m)

And maximizes the within class scatter matrix:

T
5“’:2?:13:.:&'“5 (X —m)(X —m,)

m

Where m denotes the means, "' “i is the mean over class &

1 is the number of samples in class. The optional
projection based on fishers analysis is given by:

wTs,w|
W.__.=argmex — b7
opt HW |WTSbW|

This optimization problem can be solved by generalized
eigen-problem

Sb — ASWW
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- ased on the Euclidian distance measure in LDA space in
new sample x is classified to class label W € C, given:

w =
argmind(g(x),v;)1=1<i<(C

In depth discussion is given in [3].

IV. EXPERIMENTS

Dataset : In this chapter, we have prepared our own
dataset, as there is no public dataset is available for bimodal
gender identification. From each individual we have
collected 5 faces and five fingerprints. Total 420 Faces and
420 Finger are collected from 42 males and 42 females
belonging to different age groups. Face images are captured
using different smart phones to make data base more
challenging and fingerprints are captured using fingkey
hamster device. Informed consent is taken from the
volunteers while collecting the dataset.

Evaluation Protocol: Evaluation of proposed method
carried out using k-fold cross validation method instead of
using the traditional classification. We have divided our
data in 10 sub parts and each sub part used for training -
testing in such a way that, when one part serves for testing
then another 9 parts are used for training. The same
procedure is repeated for all 10 parts average results of 10
trials are considered as final accuracy./ Addition to this, we
have also computed the confusion matrices and ROC
curves to exhibit the effectiveness of our method. The
accuracy is defined as follows:

Correctly Classified Images

Accuracy =
y Total Images in Class

Results: In order to evaluate our method for gender
identification using fingerprint and face biometric, we have
used the large dataset of 420 images for male and 420
image for female which includes face and fingerprints. We
have performed exhaustive experiments and computed
different evaluation metrics such as Accuracy. Our
experimental tests go as follows:

1. First we have performed experiments only with
fingerprints with LBP features and recorded
performance of all three classifiers for gender
identification.

2. Second, combination of face and fingerprint is
considered for the gender identification and
feature level fusion is done in sequential manner.

In table 4.1, we have shown the results of gender
identification using only fingerprints, we have evaluated
three classifiers namely k-NN, Linear Discriminant
Analysis, Support Vector Machine. The highest accuracy of
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89.60% 1is recorded with k-NN classifier. LDA has given
an accuracy of 77.10%, whereas 76.00% of accuracy is
given by SVM while considered only fingerprints for
gender identification.

In table 2. we have shown the results with combination of
fingerprint and face biometric. In this experiment also, we
have evaluated the performance of three different
classifiers such as k-NN, SVM and LDA. It is noted that
the accuracy increased considerably when facial
information is added to fingerprints. Support Vector
Machine and Linear Discriminant Analysis performed
effectively and yield the accuracy of 100%. On the other
hand k-NN has given 99 % accuracy with Euclidian
distance and K=3. Finally comparison between accuracies
for fingerprint and alone in combination with Facial
information is given in figure. From the investigations
during our experiments, it is proved that the combination of
facial information given superior performance than alone

fingerprint.
Table 1 Gender Identification Accuracy using only
fingerprints
Sr No. | Classifier Accuracy in %
1 k-NN Classifier 89.60
2 Linear Discriminant | 77.10
Analysis
3 Support Vector Machines 76.00

Table 2 : Gender Identification Accuracy using both face and
fingerprint biometric

Sr No. | Classifier Accuracy in %

DOI : 10.18231/2454-9150.2018.0986

1 k-NN Classifier 99
2 Linear Discriminant | 100
Analysis
3 Support Vector Machines 100
120
100
80 -
B Fingerprint
60 -
B Fingerprint+Fac
40 - e
20 -
O .
KNN LDA SVM

Figure 1: Performance of fingerprint alone and fingerprint +
face for gender identification

V. CONCLUSION

In this paper, combination of biometrics for gender
identification is investigated with feature level fusion

© 2018, IJREAM All Rights Reserved.




approach. We have presented a gender identification
system based on fusion of face and fingerprint biometric.
During our experiments, we have noted that alone
fingerprint cannot reveals the gender information; in such
case addition of facial information would be the best
choice, this results in enhancement of system. This
proposed system is tested on considerably large dataset of
420 faces and fingerprints and we have achieved promising
results with the accuracy of 100%. In future, we will focus
on improvement of the system by considering the rotation,
translation and scaling transformations. Further we will
also study the cross database performance of our method
for gender identification.
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Effective invertase enzyme production was achieved with orange peel as
carbon source compared to all other tested also residues. Among different
nitrogen sources, yeast extract supported maximum enzyme production.
Various fermentation parameters (pH of the medium, incubation
temperature, time, volume in addition to carbon and nitrogen sources) also
influenced the rate of invertase production. Maximum enzyme production
of 55 units was observed in the medium of pH 4 containing 2% of orange
peel having particle size of 3-1.5 mm containing 1% of sucrose and |%
yeast extract in 96 hours of incubation.
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Introduction common microorganism used for the study is
. Asperigillus niger and Candida utilis (Icrwin

Invertase [B-fructofuranosidases et al., 2001 and Schuster et al., 2002).
(EC.3.2.1.26)] is an enzyme that catalyses the

hydrolysis of sucrose (table sugar). The
resulting mixture of fructose and glucose is
called inverted sugar syrup. Invertase. cleave
the O-C (fructose) bond. It is namely used in
the food and beverage industry to produce
candies, chocolates, lactic acid and glycerol,
etc (Aehlew, 2004). Among micro organisms
Saccharomyces cerevisae commonly called
bakers yeast in the primary strain used for the
production of invertase commercially. The

The objective of present study is to utilize the
agro-industrial residue which is primarily
composed of complex polysaccharides that
strengthens microbiaL growth  for the
production of industrial important enzymes.
The solid state fermentation process of
enzyme production have potential advantages
i.e. simplicity in operation high productivity.
less favourable for contamination (Singhania
et al., 2009).
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Materials and Methods

The microorganism Aspergillus niger was
isolated from the soil of sugarcane field of
Bidar, (India) by serial dilution method. The
cultures of these were obtained from the PHite
inoculated with diluted sample-of 107, The
fungal strain is propagated on potato-
dextrose agar medium (PDA) at 30° C and
maintained at 4° C.

Fermentation conditions / culture medium

The medium used for the production of

enzyme under solid state fermentation has
constituents (gm/l) of 25gm sucrose. [0gm
yeast extract, Igm ammonium sulphate
[(NH4).S04],  0.1gm  calcium  chloride
(CaClh.2H,0), and Potassium dihydrogen
phosphate (KH,PO4). The pH of the medium
adjusted to 5. '

Processing of the substrate

The fruit peel waste (orange, pomegranate,
sapota peel and pineapple) were collected
from the market and juice centre washed,
sliced and shade dried and grinded stored in
polythene bag at room temperaturc. They
were autoclaved at 15 Ibs for 20 minutes
before use (Uma er al., 2010).

S5F: Solid- state fermentation

The powdered substrate 40 gm (orange /
pomegranate/sapota/ pineapple) was taken in
250ml Erkenmeyer flask and moistened with
culture medium/ solid state medium in the
ratio of 2:1 (w/v). The substrate is mixed
thoroughly and autoclaved for 20 minutes at
121°C 15 Ibs and cooled to room temperature.
The sterlised medium was inoculated with 10°
spores/ml inoculums. After thorough mixing
the contents flasks were incubated in a
incubator at 35°C for 36hrs intervals. All the

sets were prepared in duplicate. At the end of

fermentation 50 ml of distilled water was

Int . Crrr Microbiol App.Sei (2019) 8(4): 1114-1121

added to the fermentation substrate and kept
on rotatory shaker at1l0000 rpm for 30
minutes and the supernatant used as crude
enzyme for assay.

Enzyme assay

The estimation of |'cducing sugar was done by
dinitrosalicylic acid (DNS) method. 0.1 ml
enzyme solution was incubated with 0.9ml
sucrose in 0.03M in acetic buffer (pH 5). To
stop the reaction 1 ml of dinitrosalicylic acid
(DNS) reagent was added and heated for 3
minutes in a boiling water bath. The solution
was cooled to room temperature. Finally the
absorbance was read at 540nm using
spectrophotometer (Miller, 1959). Onetunit of
invertase (l1U) is defined as the amount of
enzyme which liberates one mole of
glucose/minute/ml under the assay conditions.

The optimization of the medium on the
production of invertase was done by studying
the effects of various’ factors like Inoculum
size: 4ml inoculum size, Incubation time: 96
hours, Carbon sources: sucrose 1%, Nitrogen
sources: Yeast extract 1%, pH: 5 and
Temperature: 30°C (4 days old culture of 4ml
inoculum size was taken for the study of
parameters).

Optimization study

The optimization of parameters like
incubation time, incubation temperature,
inoculums size, initial pH and the nutritional
sources like different substrates, addition of
carbon sources, nitrogen sources are known Lo
influence the enzyme production. These
parameters  were | optimized by the
conventional methods_ of optimizing one
independent parameter at a time while fixing
other values (Miller 1959). The parameter
optimized in one experiment was maintained
in subsequent experiments (Shafiq er al.. 2003
and 2004).
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Results and Discussion
Effect of incubation period

To estimate the optimum incubatjon, period
for invertase enzyme prod uction, fermentation
flasks were incubated for “different time
duration from 1 to 6 days. After every 24
hours, the exhausts were evaluated for
invertase activity. Maximal filters value of
enzyme production were reached between 72
and 96 hours. Further increase in incubation
period resulted in a decrease in invertase
production (Fig. 1; Tables 1 and 2). This
might be due to reduction in the availability
of nutrients in the medium and accumulation
of toxic products of metabolism (Shafiq et al,
2003),

Effect of incubation temperature

Temperature plays an important role for the
production of the invertase by 4. niger. The
effect of temperature on invertase production
was studied by incubating the culture media
(production media) at various temperatures
such as 25, 30, 35, 40°C, The strain has
shown maximum enzyme production at a
temperature of 30°C (Fig. 2 and Table 3) and
the same results were observed by Shafiq e
al., 2004. Hence it was found favorable for 4.
niger however, the enzyme activity was not
significant because of denaturation of active
sites of enzyme at higher tem peratures..

Effect of inoculum volume

Different volume of inoculums such as 1,2, 3,
4 and Sml were tested for their ability to
induce invertase production in the production
medium. The maximum invertase activity was
observed at the 4ml (45 IU/ml) of inoculum
level. The inoculum size was further increases
the production of enzyme gradually decreased
due to the fact that at high level ofinoculum
size. Fungi grow fast by consuming the

essential nutrients at the initial stages and
rapid accumulation of byproducts into the
fermentation medium observed reference
4.the reason the low production of enzyme at
the inoculum size below than optimal was due
to the slow growth of the organism and
extended time period to utilize nutrients
properly (Schuster et al., 2002).

Effect of pH

The effect of optimum pH for invertase
production by A. niger was determined by
adjusting the pH values of 3, 4. 5. 6. 7 and
then inoculated with 4ml inoculum prepared
from 4 days old culture and incubated at 30°C
for 4 days.

The strain has shown maximum invertase
production at the medium pH 3 (Fig. 3 and
Table 2) the results of others (Vitolo er al.,
1995) are evidenced with this result. This
shows that enzyme is not stable towards
alkaline conditions so the sucrose inversion
efficiency is also . affected indirectly
(Balasunbaram and Pandit, 2001).

Effect of carbon sources

Different carbon sources such as glucose,
fructose, lactose, sucorse and raffinose at %
concentration were added to the medium for
the invertase production. The pH of the
medium was adjusted to 5 and 4ml inoculums
of 4 day old culture at 30°C for 4 days.

Among all the carbon sources tested sucrose
gave the best result Vitolo and Yassuda 199]
and Rubio and Navarro 2006). These results
were also supported by the findings of Cairns
et al.,, (1995), who meported that invertase
production in some other fungi were induced
by sucrose, glucose and fructose are not
involved in the induction synthesis of
invertase in A. niger (Rubio and Navarro

2006).
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Effect of nitrogen sources production medium (pH 5) containing sucrose

as the carbon sucrose with 4ml culture
The effect of different nitrogen sources were  inoculum of 4 days old culture (Kamble and
tested by adding 1% different nitrogen Borate 2012). The flasks were incubated at
sources like peptone, urea, yeast CKKJ:E!CL%&‘IJW 30°C for 96 hours.

Table:1 Effect oPcarban sourceon invertase production by' 4. i er
b &

Conditions of carbon sources Enzyme activity (IU/ML)

Fructose 44
Glucose 38
Lactose 26
sucrose 50
maltose 25

Table.2 Effect of nitogen source on jnvertase

. Conditions of nitrogen sources Enzyme activity (IU/ML)
Peptone 42
A Urea 35
¥ Yeast extract 52
Malt 40
Casein 40 ,
Table.3 Optimized conditions for invertase production by . niger
Optimized parameter Optimized conditions
Incubation time 96 hours
Incubation temperature 30°C
Inoculums volume 4 ml
Initial pH 5
Carbon source Sucrose
Nitrogen source Yeast extract
»
. Fig.1 Effect of incubation time on i ertase production using 4. niger
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Fig.2 Effect of incubation temperature on invertase production using A.niger
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Fig.5 Lffectof carbon sources of the invertase production using A, wioer
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The maximum invertase production wias invertase from a cladosporium cladospr
shown using yeast extract as nitrogen source in SmF (Uma et af, 2012). Wherer as

ioides
some

(Fig. 4 and Table 2). Similar results that yeast reported that the peptone + yeast extract was

extract was the best nitrogen source for significant  in  invertse production
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Saccharomyces cerevisie (Kamble and Borate
2012) (Fig. 5-7).

Effect of substrates on enzyme activity

i ngm.
Different agricultural byproducts such as

orange peel pomegranate peel sapota peel.
pineapple peel and lemon peel were tested for
production of invertase enzyme. The
maximum invertase production was recorded
using orange peel (55 IU/ml) supplemented
medium.in our investigation 5 agricultural
residues  such as peels of orange,
Pomegranate, Pineapple, Lemon and Sapota
have been used as substrate maximum
invertse production (IU/ML) WAS Recorded
with orange peel similar results as orange peel
as the best substrate for the maximum
production of invertse was observed using
Saccharomyses cervisivae (Pandey e al.,
2001, Alegre er al., 2009, and Shankar e/ al.,
2013) and also using A. niger (Asha er al,
2016). Some investigated as the best agro
residue as carbon source using A. niger
Vijaykumar et al., 2016).

In conclusion, the investigation suggests that
the orange peel could be an alternative and
promising substrate for the production of
invertase by A. niger.

The solid state fermentation (SSF) is
considered as most eco-friendly process. In
addition, this work will act as first time
information to researchers who want to
explore the possibilities of converting waste
to wealth and value addition. Since orange
peel utilized within process are readily
accessible agricultural (horticultural) waste
with little or no cost and also contain an
appreciable amount of invertase. These
agricultural wastes are regarded as low cost
substrate using A. niger. This work will not
only lead to the reduction in the production
cost of invertase but also help to decrease the

pollution  load
agricultural wastes

resulting  from  these
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Political, Economic And Cultural Conditions Of Vijayanagara Empire

Deborah David
B.A 3rd semester, Department & Arts
Karanatak Arts Science & Conunerce College, Bidar

Introduction:

' The Vijayanagara Empire, an important South Indian empire was founded by Harihara Raya
I and his brother Bukka Raya I. The capital of the empire was Vijayanagara, present days Hampi in'
Karnataka. The empire ruled from 1336 AD to 1646 AD although the power of the empire declined
after the Battle of Talikota in 1565 AD. Vijayanagara Empire was ruled by maily four important
dynastics. They were as follows;

* SANGAMA DYNASTY
* SALUVA DYNASTY
« TULUVA DYNASTY
* ARAVINDU DYNASTY

VIJAYANAGARA EMPIRE

1.Sangama Dynasty: It was the first dynasty of Vijayanagara Empire and Harihara Raya I( 1336-1356 AD)
was the first ruler of the dynasty. Some of the rulers of the dynasty were: Bukka Raya, Virupaksha Raya,
Deva Raya, Ramachandra Raya, Mallikarjuna Raya and Praudha Raya,

. Saluva Dynasty: It was the first dynasty of Vijayanagara Empire andNarasimhadeva Raya (1485 AD to
1491 AD) first ruler of Saluva Dynasty of Vijayanagara Empire. He was succeeded by his son Thimma

- Bhupala. Narasimha Raya II was the last ruler of Saluva Dynasty succeeded his father Thimma Bhupala.

3. Tuluva Dynasty: It was the third dynasty of Vijayanagara Empire. The rulers of Tuluva Dynasty were:

(3]

Narasa Nayuaka, Viranarasimha Raya, krishnadevaraya, Achyutadeva Raya and Sadasiva Raya.
Krishnadeva raya was a very powerful ruler of Vijayanagara Empire. It is considered that during his reign
the empire reached its zenith. He ruled the empire from 1509 AD to 1529 AD. (For more detail about
krishnadevaraya, see the individual section.)
4. Aravidu Dynasty: The fourth and last dynasty of Vijayanagara Empire was Aravidu Dynasty. After the
Battle of Talikota the empire started to decline and Muslim states of Bijapur became prominent.
Sources: The history of Vijayanagar Empire constitutes an important chapter in the history of India. Four
dynasties — Sangama, Saluva, Tuluva and Aravidu - ruled Vijayanagar from A.D. 1336 to 1672. The sources
for the study of Vijayanagar are varied such as literary, archacological and numismatics. Krishnadevaraya’s
Amukthamalyada, Gangadevi’s Maduravijayam and Allasani Peddanna’s Manucharitam are some of the
indigenous literature of this period. '

Many foreign travelers visited the Vijayanagar Empire and their accounts are also valuable. The
Moroccan traveler, lbn Battuta, Venctian traveler Nicolo de Conti, Persian traveler Abdur Razzak and the
Portuguese traveler Domingo Paes were among them who lelt valuable accounts on the socio-economic
conditions of theVijayanagar Empire.

The copper plate inscriptions such as the Srirangam copper plates of Devaraya II provide the
genealogy and achievements of Vijayanagar rulers. The Hampi ruins and other monuments of Vijayanagar
provide information on the cultural contributions of the Vijayanagar rulers. The numerous coins issued by

_ the Vijayanagar rulers contain figures and legends explaining their tittles and achievements.
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Political Conditions:

Socio-political condition under Vijayanagar kingdom was quite troubled till the advent of the
Nayakas. In fact the situation in which the Vijayanagar rulers took over administration of the state itself had
already taken a bad turn. The establishment of the Vijayanagar Empire is traced back to the first half of the
fourteenth century, but its rule extended to Tamil Nadu only towards the end of the fourteenth century, after
Kumara Kampanna's campaigns in Kanchipuram and Madurai. The Chola rule in Tamil Nadu ended in the
latter half of the thirteenth century, and the period roughly extending from A.D. 1250 to 1400 brought
considerable hardship to the people. They experienced the effects of war among and rule by various
dynasties such as the Pandyas, the Hoysalas and the Kakatiya dynasty, and also the invading armies of the
Delhi Sultanate from the north and the intrusion of Vijayanagar warriors into Tamil Nadu.

Conditions in the fifteenth century proved to be no less harsh and exploitative as evidenced by the
heavy and arbitrary burden of taxes imposed by the invading warriors. There are plenty of historical records
of the running away of cultivators and artisans during this period. The Orissan invasion of Tamil Nadu also’
took place in the fiftcenth century, and an officer named Annamarasar had to be sent by the Vijayanagar
king to save the people trom the distressed conditions caused by the invasion.

There was yet another factor which led to additional burdens during the fourteenth and fifteenth
centuries. This was the class struggle which assumed a new dimension in the thirteenth century. The
confrontation was between two agrarian classes, landholders on the one hand, and tenants or landless
cultivators on the other. The landlord villages became conspicuous after A.D. 1250 and created different
class relations within the agrarian order. The poorer peasants, along with artisans and merchants, suffered
under the oppression of the well-to-do peasants who became landlords. This confrontation was made even.
more acute by the extortionate demands of the Vijayanagar invaders during the fourteenth and fifteenth
centuries. This Is attested to by the open revolt of the Idangai people against the landlords (Kaniyalar) and
Vijayanagar officers (lrajagarattar) during the first half of the fifteenth century in the South Arcot,
Tiruchirapalli and Thanjavur districts,

-_ It seems, however, that the growth of the Nayakas in the latter half of the fifteenth century had a
stabilizing effect on society. For the three northern districts of Tamil Nadu, Chingleput, North Arcot and
South Arcot, there are a good number of Vijayanagar inscriptions, and a smaller number for the middle and
southern districts. The sixteenth-century inscriptions of these northern districts contain the names of various
Nayakas, many of them appearing only once or twice, but others rather frequently. In North Arcot,
Padaividu was the centre of the Vijayanagar Nayakas who came from Karnataka, and in South Arcot,
Gingee is supposed to have been a centre for the Nayakas who later came 1o be known as Gingee Nayakas,
although the Uchavadi or administrative centre for the South Arcot region was located in Valudilampattu in
CuddaloreTaluk.

Social And Economic Conditions:

Allasani Peddanna in his Manucharitam refers the existence of four castes — Brahmins, Kshatriyas,
Vaisyas and Sudras - in the Vijayanagar society. Foreign travelers left vivid accounts on the splendour of
buildings and luxurious social life in the city of Vijayanagar. Silk and cotton clothes were mainly used for
dress. Perfumes, flowers and ornaments were used by the people. Paes mentions of the beautiful houses of
the rich and the large number of their household servants. Nicolo Conti refers to the prevalence of slavery.
Dancing, music, wrestling, gambling and cock-fighting were some of the amusements. The Sangama rulers
were chiefly Saivaites and Virupaksha was their family deity. But other dynasties were Vaishnavites.
Srivaishnavism of Ramanuja was very popular. But all kings were tolerant towards other religions. Borbosa
referred 1o the religious freedom enjoyed by everyone. Muslims were employed in the administration and
they were freely allowed to build mosques and worship. A large number of temples were built during this
period and numerous festivals were celebrated, The Epics and the Puranas were popular among the masses.

The position of women had not improved. However, some of them were learned. Gangadevi, wife of
Kumarakampana authored the famous work Maduravijayam. Hannamma and Thirumalamma were famous
poets of this period. According to Nuniz, a large number of women were employed in royal palaces as
dancers, domestic servants and palanquin bearers. The attachment of dancing girls to temples was in
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practice. Paes refers to the flourishing devadasi system. Polygamy was prevalent among the royal families.
Sati was honoured and Nuniz gives a description of it.
Economic Condition:

According to the accounts of the foreign travelers, the Vijayanagar Empire was one of the
wealthiest parts of the world at that time. Agriculture continued to be the chiel occupation of the people. The
Vijayanagar rulers provided a stimulus to its further growth by providing irrigation facilities. New tanks
were built and dams were constructed across the rivers like Tunghabadra. Nuniz refers to the excavation of
canals. '

There were numerous industries and they were organized into guilds. Metal workers and other
craftsmen flourished during this period. Diamond mines were located in Kurnool and Anantapur district,
Vijayanagar was also a great centre of trade. The chief gold coin was the varaha but weights and measures
varied from place to place. Inland, coastal and overseas trade led to the general prosperity, There were a
number of seaports on the Malabar coast, the chief being Cannanore. Commercial contacts with Arabia,
Persia, South Africa and Portugal on the west and with Burma, Malay peninsula and China on the east
flourished. The chief items of exports were cotton and silk clothes, spices, rice, iron, saltpeter and sugar. The
imports consisted of horses, pearls, copper, coral, mercury, China silk and velvet clothes, The art of
shipbuilding had developed.

Cultural Confributions;

The temple building activity further gained momentum during the Vijavanagar rule. The chief
characteristics of the Vijayanagara architecture were the construction of tall Raya Gopurams or gateways
and the Kalyanamandapam with carved pillars in the temple premises. The sculptures on the pillars were
carved with distinctive features. The horse was the most common animal found in these pillars. Large
mandapams contain one hundred pillars as well as one thousand pillars in some big temples. These
mandapams were used for seating the deity on festival occasions. Also, many Amman shrines were added to
the already cxisting temples during this period.

The most important temples of the Vijayanagar style were found in the Hampi ruins or the city of
Vijayanagar. Vittalaswamy and Hazara Ramaswamy temples were the best examples of this style,

The Varadharaja and Ekamparanatha temples at Kanchipuram stand as examples for the
magnificence of the Vijayanagara style of temple architecture. The RayaGopurams at Thiruvannamalai and
Chidambaram speak the glorious epoch of Vijayanagar. They were continued by the Nayak rulers in the later
period. The metal images of Krishna Deva Raya and his queens at Tirupati are examples for casting of metal
images. Music and dancing were also patronized by the rulers of Vijayanagar.

Different languages such as Sanskrit, Telugu, Kannada and Tamil flourished in the regions. There
was a great development in Sanskrit and Telugu literature. The peak of literary achievement was reached
during the reign of Krishna Deva Raya. He himself was a scholar in Sanskrit and Telugu. His famous court
poet Allasani Peddanna was distinguished in Telugu literature. Thus the cultural contributions of the
Vijayanagar rulers were many-sided and remarkable,

Reference:

1. Ancieat indian history by vid muhajan,

2. Ancient indian history by rs sharma,

3. Ancient indian history by romila thapar,
4. Ancient indian history by palaksha,

.'\

Ancient indian history by d t joshi.”

* Aayushi International Interdisciplinary Research Journal (ISSN 2349-638x) Impact Factor 5.707 (Special Issue -56)
Peer Reviewed Journal \\f\\'u'.;lii_t_'juqrnal.l.;um_ = _ Mob, 8999250451

31

LS L e s S b s

SIS




Impact Factor 5.7

o

i i
g
i X it = L
s i R




| Impact Factor-5.707 ISSN-2349-638x

Aayushi
International Interdisciplinary

Research Journal (AIIRJ)

PEER REVIEWED & INDEXED JOURNAL
July-2019

Executive Editor

Mr. Abdul Aziz U. Rajput
President & Historian

Deccan Studies and Historical Research Association Bijapur

Chief Editor

Pramod P. Tandale

Aayushi International Interdisciplinary Research Journal

Impact Factor

SJIF 5.707

For details Visit to:
www.aiirjournal.com




Impact Factor-5.707 ISSN-2349-638x

Aayushi
International Interdisciplinary

Research Journal (AIIRJ)

PEER REVIEWED & INDEXED JOURNAL
July- 2019

Executive Editor

Mr. Abdul Aziz U. Rajput
President & Historian

Deccan Studies and Historical Research Association Bijapur

Chief Editor

Pramod P. Tandale

Aayushi International Interdisciplinary Research Journal

Impact Factor

SJIF 5.707

For details Visit to:
www.aiirjournal.com




" International Seminar on "Socio-Economic, Political Cultural and Religius Conditions Of India” (Ancient - Modern) 27 July
L Organizer :- Deccan Studies & Historical Research Association, Bijapur 2019

Tt e B B e P R A i . s e Ak L

. The Impact Of Science And Technology On Indian
20 Dr. Rajeshwari M Pattar 80
; Economy

Encouraging Students To Have Positive Attitudes

21| juT. Nai 82
| Ranju " Toward Learning English
55 Dr. Renuka .E. Asagi A Study on Situational Analysis on Women -
Mr. Muthuraj K Domestic Workers in Dharwad

Awareness And Use Of Digital Information
5 = Literacy Skills And Cometenecy Among The
- St L Faculty Members Of Degree Colleges In North o
Karnatka: A Study

[ Administration- Provincial & Local In Mughal Suba
24 Dr. Sujata H. Gaurkhede Of The Deccan ( Mughal Empire Shahajahan 97

Period 1636-56)

25 Dr. Syeda Rasheeda Parveen Women And Islam 103

: . . Socio-Economic, Religious & Cultural Conditions
i f 26 Prof. Vaijinath Chickbase . y 105
Of Ancient Period

27 B. Vijay Rajendra Multilingualism an Overview 110

A Study Of Academic Achievement Of OBC Urban

28 Dr. Vijayalaxmi .S. Pawar Secondary School Students In Relation To Their 116
}"r Adjustment
; 53 Mrs. Tajunnisa M. Sayed Paolitical Philosophy Of Dr. 8. R. Ambedkar-A 115
Dr. Mugali S.Y. Reappraisal
. A Study On Socio - Cultural And Educational
Ashwini S. ) , . . -
30 Conditions Of Adilshahis Of Bijapur; A Comparitive 122

Susheelambal M.N ; : . ,
Analysis On Medieval Period And Mughal Period

31 Kum. Chennamma D. Chilamur | The Five Effects of Healthy Nutrition ! 127

e Effect Of Yogasanas On Physical Activates In
' 32 Jayamma 131
. Sports
: ' Dr. Jaibharat Madivalappa

33 The Adil Shahi Coi 1
Mangeshkar il Shahi Cains 39

Smt, Aliya Parveen A. Mulla
Dr. Kavita Kusugal

34 A Critique on the Craft of Agha Shahid Ali 142 -

g ; A Comparative Study of Sports Competition
g 35 Kum. Kavita Rathod Anxiety between Basketball and Volleyball Players 145
of K.U. Dharawad, Karnataka state

36 Kumari Vidya Manohar Mullur | Impact of Jump Rope Exercise on Physical Health 148

| 37 Asma. M. Jambagi Adjustment Problems Of The Gifted Children 150

_ A_.ﬁ}'usili- International I}{ic;tii-sgi_pli_nuff Rescarch Journal (ISSN 2349-61_35.;:] II.IlpiIl-:l.l‘:l]C‘iOJ' 5_?_(J7_{Si’zc-;d|_!;&lll.- -56)
! _ Peer Reviewed Journal — wwiw.aiirjournal.com - Mob. 8999250451

SR

| K

PR e Rt




SRS o e Int;r;lational S;;m—nar on "Socio-Economic, PuliIit‘al.Cullural and Religius Conditions 01 India” (Ancient - Modern) 27 July
j " Organizer :- Deccan Studies & Historical Research Association, Bijapur 2019

B T T T A 1 e S L A L A WA S T, Sl e S s S

Socio-Economie, Religious & Cultural Conditions Of Ancient Period

Prof. Vaijinath Chickbase
Head of the Department & Arts Faculty Dean,
Karanatak Arts Science & Commerce College, Bidar

Introduction

In the previous unit we have alrcady discussed about the emergence of the Guptas in Indian history.
~The Guptas started a new epoch in the history of ancient India. This cra is also termed as golden age of
ancient Indian history. This unit will introduce you to the socio-economic condition and religion and art of
the Guptas.

Social und Religious Conditions of Vedic Age

The Vedic age began with the coming of the Indo-Aryan speaking people and ended in about
seventh century B.C. Initially, this phasc marked a reversal in some respects. [t marked the end of city life, It
reverted to a pastoral economy and the tribal system of political organization. It saw the beginning of the
spread of agriculture throughout the country with the knowledge and use of iron technology. It thus laid the
foundations of a civilization in all parts of the country.

The culture that began to emerge during this phase was the result of the intermixing of the Indo-
. Aryans with the pre-existing inhabitants of India. Some elements of the culture of this period have survived
i over a period of 3000 years and continue to be a part of Indian culture today. The period from about the
sixth century B.C. to about 200 B.C,, is marked by far-reaching changes in almost every aspect of life in
India. This period saw the spread of agriculture over large parts of the country, the rise of cities and the
formation of states. The period also saw the rise and decline of the first all-lndia empire in Indian history.

This period is important not only for political unity but also for cultural unity. Two major
religions—Jainism and Buddhism—which arose in the sixth century B.C. left a lasting influence on Indian
life and culture. These religions also influenced religious beliefs and practices of Hinduism. As it developed
Hinduism, it included many Vedic beliefs and practices but had many other features which distinguished it
_ from the religion of the Vedas. The Varna system as the caste system now became well-established and
f gradually became the dominant form of social organization throughout the country.

* Religions Harsha followed a policy of religious toleration. Different religious flourished during
this period :

Symbaol of Jainism Symbel of Buddhism

e Yedic religion

Vedic or Brahmanical religion had made a great progress by this tinie and Buddhism was slowly and
gradually moving towards its decline. Vedic religion which made progress during Gupta period further
progressed during Harsha's reign. Brahmanism had divided into many philosophical schools and ascetic
orders. The followers of Brahman religion worshipped cows and there were many categories of sadhu.
Hiuen Tsang has also described different types of sadhu, some of them remained naked. some wore feathers
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of peacock, some covered their bodies with grass and so on. Some followers of Brahmanism believed in
superstitious spirits ete. In the field of philosophy, Sankhya philosophy was progressing and attracting a
large number of followers. Regarding multiplicity of schools and ascetic orders, Bana, in this 'Kadambari'
has mentioned Mukhari, Shaiva, Parashari. Bhagavat, Kapila, Kanada, Upanishads, Panchratrick etc.
Buddhism:

Buddhism was on the decline during Harsha's period. Besides being divided into two main sects as

for example Hinayanaism and Mahayanasim. There was as many as 18 different sects among the Buddhists.
Mahayanism was more prominent, During his visit Hiven Tsang saw as many as 5,000 monasteries
accommodation. The most important Buddhist monastery was that of Nalanda.
Jainism:

During the Harsha's period, Juin religion was prevalent at certain places in the northern India.
Vaisali and Pundavardhan were the strong holds of Jainism. Jain religion was divided into two main sects
such as Svaitamber and Digambar. However, Digambar sect was more prominent and attracted larger
number of followers. ' '
* Social Conditions Under The Guptas

The Puranas, Sastras, the Niti Sastras of Narada, the Dramas of Kalidasa ete supply us with a good
deal of information regarding the social life of the Gupta period. Many interesting features, about the social
life are also found referred to in the contemporary inscriptions. Fahien, the famous Chinese Pilgrim has also
made some observations about the society as it existed in India towards the opening of the 5th century A.D.’
Division Of Socicty :

During the Gupta period society was divided into four castes —brahmana, kshatriya, vaishya and-
sudra. Each one of these comprised a major caste or varna and had specific duties assigned to them. Fa-

‘hien’s account about the plight of sudras proves the prevalence of caste system and caste prejudices in the

Indian society during the Gupta period. The reference to the people of various castes in the epigraphs and
literary works also point towards the existence of caste system during this period.

The brahmanas were primarily concerned with the study and teachings of Vedas and other scriptures
as also the performance of sacrifices and other religious practices, The kshatriyas came next to brahmanas in
status and position in the society. Khatriyas, being the ruling class, enjoyed a very high status in the society.
The khsatriyas as well as the vaishyas ¢njoyed with the brahmanas the status of Dvijati or twice born. The
Vaisyas because of their immense wealth were also shown due regard. Sudras formed the lower rank of the
cast system. They were forced to serve the other three classes.

Besides the division of the society into four major castes, the contemporary inscriptions and
literature bear ample testimony to the existence of sub castes. However, there were no rigid rules in respect
of cither inter-caste marriage ot inter-dining of the professions.

Slavery:

Although there was no institutionalized slave system in India, sources refer to slaves. There were
various categories of slaves during the Gupta age. Prisoners of wur were often reduced to the status of
slaves. Drunkards, gamblers ete who were unable to pay off their debts to their creditors were often
compelled to sell themselves as slaves. Persons doing manual works in the royal household too were termed
as slaves. But the slave system under the imperial Gupta monarchs differed from the slave system in
Weslern countries. In India, any slave could get emancipation after fulfilling certain conditions. The slaves
could regain their liberty after the payment of their dues either by themselves or their relatives and friends. Tt
is evident from the contemporary records that even prisoners of war could be free if they could provide a
substitute for themselves. A slave who saved the life of his master did not only become free but also become
entitled to a equal son’s share of his master’s property
Position Of Women:

The position of women in Hindu society has been different from age to age. In the Vedic age she
enjoyed honour and respect in socicty. In the Gupta age, the Puranas did their best o improve the lot of the
women 1in some respect of life, but not much could be done due to some prejudice against women.
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According to Manavadharmasastra women should be under the protection of their father, husbands or eldest
son as the society was distinetly patriarchal. Yet, woman like Prabhavati Gupta, the daughter of Chandra
Gupta 1l was regent in the Vakataka kingdom, following the death of her husband.

Many writers have stated the usual 8 forms of marriage for a woman. There are Brahma, Daiva,
Arsha, Prajapatya, Asura, Gandharva, Rakshasa and Paisacha.The first four forms are approved, as they
involve parental consent although in the Daiva and Arsa forms a bride price is demanded. The last four
forms are not prescribed although the Asura and Gandhara forms — marriage by abduction of the bride,
sometimes with her consent and marriage by mutual consent, without the necessity of parental approval,
respectively.

The practice of sati was in vogue during the Gupta rule. Vatsayana and Kalidasa refer to it. Some
instances of Sati are found in the time of the Gupta period. From the Mandasor stone inscription of Kumara
Gupta we come to know that practice of sati was prevalent during the Gupta age.

Polygamy was very popular during the Gupta age. The kings and feudatory lords often had more
than one wife. The practice was not confined to kings, but extended also to other people. A woman suffered
the misfortune of getting a co-wife if she was stupid, or barren, or she repeatedly bore daughters. Inscription
refer to Kubernaga and Dhrubaswamini as the queens of Chandra Gupta 1.

Food , Dress And Amusment
Food:

According to the deseription of Kalidasa, the food of the people of Gupta period, was both delicious
and nutritious. Barley, Wheat and Rice were their staple food. The cucumber, onion, garlic, pumpkin, gourd
etc. were used as vegetables. We have ample references to edible spices, oil-crops and medicinal herbs.
Mustard seed tamarind, cardamoms, cloves, betel nut, ginger, turmeric and saffron were used for different
purposes. Moreover the forests and gardens yielded a large variely of valuable fruits such as mango, orange,
jackfruit, pomegranate, grapes, banana, coconut etc. Sugar was manufuctured from sugarcane. Various kinds
of sweetmeats were prepared out of milk and sugar. Honey was another item of food, which was also used in

“the reception of a guest and at other festive rites.

Dress:

Suiting all occasions and weather men and women used various kinds of dresses. Kalidasa refers to
hunting dress. Man put on dhoti, turban and a scarf. They were generally made of cotton, but their wedding
dresses were of silk. Women used sari and shawl, Clothes were of various colours such as white, red, blue,
saffron, multi coloured and black. Both men and women of this period commonly used different kinds of
jewellery, such as ornaments for head and hair, ears, neck, arm, waist, feet and fingers, A large variety of
jewellery used by men and women are seen from the sculptures and the Ajanta paintings.

Amusement and Sports:

Kalidasa has vividly described the high standard of music both in theory and practice. Music,
dancing and acting were quite popular in the Gupta society. The spring festival and another popular
amusement in some festivity was the sprinkling of coloured water. Dice was another popular game. Hunting
was another pastime, Elephant riding were favourite outdoor sports of the kings
» Economic Condition Under The Guptas _ _

The establishment of the political unity by the Gupta monarchs coupled with an efficient and
benevolent government provided a fruitful soil for the development of trade industry and agriculture which
helped to build the economic conditions of the country on a sound footing
Agriculture:

Agriculture was, as in the past, still the mainstay of the economic life of the mujority of the people
during the Gupta period. There was an increase in the demand for more and more land for cultivation
purpose as is evidenced from the Bengal land grants and other sources. Since the revenue from land was still
the main source of the income of the state, the Gupta monarchs took special pains to promote the interests of
the cultivators and increase the produce of the soil. Attempts were made lo expand agriculture. Wastelands
were brought under cultivation through various means such as the digging of tanks, wells, cutling of canals
K;ﬁ-i;.é;!ﬁi tnternational hilcrdis'ciia'li_u_:iry Research ]uurnn_l' {EﬁNT:EJ—é’JBx] ln'zp:nct Factor 5.707 lﬁiu—dili 15555_5_]-“'_5"7

Pc_crR_evir.-we(!]oumal www.aii|'iu_g.1m_al.com ) Mob, 8999250451 : e Bl




s [.ﬂ_l.cr.n.a_l.icn;il50mi|nrun "S-uciu?Ec;n_u:nIc Political,Cultural and Religius Conditivns Of India” (Ancient - Modern) 27t July
Olg,amzu DeccanSl.mllu&Hu.turu:al Researchﬂssocmuun Bl;apu: 2019 -

e T e e i B S LA

AL,

. The t.St’lblI‘-hnlc:m of a large number of irrigation works gave a further impetus to the growth of .
agmuituru ceven in the dry lands. The Junagarh Rock Inscription refers to the repairing of the dam of the
Sudarsan, an artificial lake, by Skanagupta’s governor Parnadatta.

The scientists of the age had laid down guide-lines for the development of agriculture along
scientific lines. In this respect the Brihat Sambhita of Varahamihira is specially noteworthy. Rice, barley and
wheat continued to be the principal crops. Different varieties of vegetables, peas, beans and many more were
also grown. Cultivation of oil-seeds was done on an extensive scale. A large number of fruit trees, Indian
and foreign, were also grown. ,

Inscriptions or other records of the Gupta period no where provide any clue to the existence of
anything like the zamindari system of modern times. However, this period witnessed the inauguration of a,
type of feudal economy as the state gradually granted away different rights over the land to Brahmanas and
temples.

Keeping in view the importance of agriculture, the state laid down rules and regulations to protect
the interests of the agriculturists. Rules were also been prescribed to safeguard the interests of agricultural
labourers and land- holders,

The age of the Imperial Guptas was an age of great religious activity. It was particularly remarkable
for new advancement made in the field of Hindu revival. Much of the progress made during the Gupta
period in the sphere of Hindu revivalism was due to the patronage extended by the Gupta monarchs most of
whom were followers of the Brahmonical God Vishnu,

Hinduism:

Incarnations of Vishnu also became popular during this period. Samudragupta was a devout
worshipper of Vishnu. Garuda, the vehicle of Vishnu was the emblem of the family. There were coins,
which were struck with Garuda standard by him. It is true that the word Bhagavat, no doubt, implied Vishnu
worshippers in general but to a particular sect of the Vaishnavas. Chandragupta II Vikramaditya became a
more influential advocate of the Bhagavat form of Vaishnavism than his father, He styled himself with the
title of Parambhagavat. In the Mathura and Gadhwa inscriptions he is called by these titles. The Udayagiri
Cave inscription dated 401-402 AD reveals that Vishnudeva, a subordinate of the King was a Bhagavat. His
name shows that he was a devotee of Vishnu.

Like Vaishnavism, the followers of Saivism regard Siva as the highest god. Although the Gupta
rulers were devotees of Vishnu, they extended their patronage to other religious sects. Some of the Gupta
rulers and their chiefs were the worshippers of Siva.

Sun God was also worshiped during the Gupta period. The Mandasor inscription dated 436 AD of
the time of Kumaragupta records that a guild of silk weavers built a temple for Sun. Mihirakula, the Huna
Chief, was a devout worshipper of Surya. He built a Sun Temple on the Gopa Mountain to increase his.
rcligiuus merit. There were other temples at Mandasor, Gwalior, Indore and Asramaka, dedicated to the sun
God Surya and built during the Gupta rule. The images of Surya have been found in various parts of North
India, including Assam.

Worship of Shakti was also popular. She is known by various names such as Uma, Parvati, Durga,
Kali, Maheswari etc. In the Markandeya Purana the exploits as the destroyer of demons are recorded. With
the passage of time Shakti became associated with Siva and became his consort. A feudal lord under
Chandragupta 1l dug a cave near Suanchi where an image of Mahishamardini, a form of Shakti, was
established. Shakti worship in India can be traced to the worship of the Mother Goddess of the Harappan
people. '

- Jainism:

[n addition to the popularity of various cults and creeds of Hinduism Jainism had many adherents.
Not only Jain philosophy but also Jain religion was enriched. A religious council at Valabhi was called in
453 AD. Many Jain temples were built during the Gupta period. During the time of Skandagupta idols of 5
Tirthankaras were established a Kahaum in Gorakhpur district. Fa-hien records that Jain mode of worhip in
their Jain temples were expensive. The grand procession of images was also a costly affair and a popular
form of worship of the Jaina deities.
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Buddhism:

Buddhism fourished during this age. Paharpur, Ajanta, Nagarjunakonda, Kashmir, Afghanistan and
Punjab were the strong holds of Buddhism. Mathura, Kosambi, Kasi and Sarnath were the important centres
of Buddhism. The Buddhist Stupas and Viharas in Andhra, Ajanta and Ellora were very famous, The -
University of Nalanda, the seat of Buddhist studies attracted students from various foreign countries. Its
intellectual and moral standard won the admiration of all. Many Gupta rulers like Narasimhagupta,
Buddhagupta were ardent followers of Buddhism according to the testimony of Hiuen Tsang

B

Tolerance:
Samudragupta, who was an ardent Vaishnava, had Vasubandhu, a Buddhist of the Mahayana School
~“as one of his advisors, Kumaragupta was a patron of the Buddhist University at Nalanda. The kings favoured
Vaishnavism, Saivism and Buddhism. The Gupta rulers are not intolerant towards other religion.

Conclusion:

The Siege of Bijapur began in March 1685 and ended in September 1686 with a Mughal victory.
The siege began when the Mughal Emperor Aurangzeb dispatched his son Muhammad Azam Shah with a
force of nearly 50,000 men to capture Bijapur Fort and defeat Sikandar Adil Shah, the then ruler of Bijapur
who retused to be a vassal of the Mughal Empire. The Siege of Bijapur was among the longest military
engagements by the Mughals, lasting more than 15 months until the Mughal Emperor Aurangzeb personally
arrived to organize a victory. '
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V.S. Naipaul’s, A Flag on the Island:
A Critical Appraisal

Md. Asif Ali & Umakant S. Patil

V.S. Naipaul is one of the famous writer in the world. He was
born in Trinidad in 1932. He had gone to England for higher
education and after four years at University College, Oxford, he
starts to write and since then he has not accepted no other
profession. He has published more than 30 books on fiction and
nonfiction including novels and short stories. A Ilag on the Island
is one of them. In this collection, Naipaul brings together several
short fiction. The stories describe the collection of expattiate from
different regions- India, China, Africa, and also describe the whites
who have emigrated. They are all victims of the social changes on
the Island. A Flag on the Island consists of eleven stories.

The first story My Aunt Gold Teeth set incunupiain country
Caroni. She is the natrrator’saunt. Noone knows her real name.
Everyone knows calling her Gold Teeth. She had married eatly
and her husband was well-to-do. He is Pandit having scholarly
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behavior. He 1s a man of substance. She 15 also famous for knowing
her personality. She is short, scarcely five feet and she is very fat.
She 1s a religious woman and most of the days observing fast. In
remaining days, she eats little because she belongs to orthodox
Hindu family. She knows the taboos of Hinduism. Though she is
forty, she does not have children.

Here Gold Teeth means power of tituals. Though she eats
little and prayed much. Her father is best known Pandit, during his
time. She is equally respecting Christianity. She takes her husband
to her mother’s house, who is venerable lady. She is living in port-
of- Spain, because of her husband’s ill health. Day by day he is
becoming weak. One day early morning he died. The whole story
revolves round the character of Gold Teeth, her dilemma, culture,
crisis and religious uncertainty. The tittle is apt because the writer
does not introduce her name elsewherein the story.

Lhe Raffle is the second story. It set in Trinidad. It is the story
of Mr. Hinds. He is a teacher by profession. His is having the
respectable post. His behavior with the students is not good. For
small reason beating to students with tamarindstick. He isa good
and all he 1s kind hearted. He is a middle aged man. He is always
fresh, clean and his dress is itoned. He wears brown coloured suit,
a cream-colored shirt and wine coloured tie. There is a rumor that
he drinks heavily at weekends. In Trinidad teachers are not paid as
pet the government scale. Theirs’s is under Payment, their salary is
insufficient because of this, he is taking private tuition classes and
he has also breeding animals and maintained poultry farm. He is
having mastery over his teaching. Therefore, he is in the heart of
the student. And students are also proud of him. Because of his
corporal punishment students never complained to the higher
authority. Though parents knows about his punishment and then
neverinterfered between students and teachers. But it is wonder to
say that he has never beenbeaten because of his nature. Hinds is
first a doctor then a teacher. His duty reminds Goldsmiths The
Village School Master. In this respect Sudha Rai comments, “The
exploitation of the child by adults especially within the colonial
School system, where two way communication generates the more
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serious implications of the story whipped for the first ime by the
school master... the school altogether.™ The tittle 1s appropriate
to see that the whole story is based on the narrator.

A Christmas Story 1s the third story. It sets in Miguel Street. It
is the story of Naipaul’s himself. He is narrator in the story. It is
neither a story or nor a novel. It is like a novella. Because itis a very
long story. The narrator here is detached from the next culture.
After embracing Christianity, he changes his name Randolph. He
has changed his name by the presbyteries of the Canadian mission.
His previous name was Chunnilal Winton. It seems to say that he
has been confined to certain setofideologiesin which progress and
development means Christianity and other cultures are uncivilized
and backward but at the same time even after the conversation.
Shefecls alienated from and nostalgic to the religion. He therefore
say:

“My life thereafter was a lonely one. I was cut myself off

from my family unless in the event of real trouble there

would be people to whoml could turn now I was deprives
of this solace”. (CS. P: 47)

Sudha Rai makes remarkable comments, “Naipaul grapples
with the treatment of the perils of hybridity in the Colonial
situations. Though the use of flashback, the story traces the events
in the life of Randolph (chunnilal) who despite his commitment
to the teaching profession...He is™

Firstperson narrative technique is employed. It is aflashback
story. The title is apt because of the celebration of the Christian
community.

The Mourners is the fourth story. It set in Miguel Street. It is
the story of Ravi. The narrator in this stoty is Ramesh. Ravi is the
son of a doctor. He is tall, pale and handsome. His mother, Miss.
Sheila having an attractive personality. Ravi is the lover of snapshots,
He is by professiondl photographer. He has maintained album to
keep snapshot. He is lover of nature like Salim Ali. They are
arranged categorically after his death, his mother has kept that
album well preserved. Because she is watching her son in that
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album thinking that her son is alive. It 1s supetficially having with
hypoctitical manner and emotion. Ramesh, once visits Miss. Sheila.
Who is mourning the death of her son, Ravi. Her hypocritical
nature is exposed seeing him. In this respect Walsh says, “The
pointless frazil of self-indulgencesof the rootless people as also
the tourist in the Island.” The title is apt to show the mourning of
the death of Ravi.

The Night Watchman’s Occurrence Bookis the fifth story. It

sets in C- Hotel. It is the story of night Watchman. There are
thirty two rooms in that Hotel. These hotel provides both
boarding and lodging facilities. When the story opens C-Hotel is
visible. The hotel timing is between 7 a.m. to 12 p.m. seeser
always 1s the night watchman. The Night Watchman’s Occurrence
Bookis kept in the C- hotel. It maintains the record of the
incomers and outgoers and also the attendance of those tourist
who are temporary staying there. Mr. Cavander, careless, non-
cooperative and always nodding. Inthis respect, he has been
suspended several times. Nowhe has been dismissed from the
service. In his place, Hilliyard has been appointed. This Watchmen
has also been removed from the service after receiving the
complaint from Mr. Wills because of his honest behavior
occutrence book is in the form of dairy. It exposes the relationship
between the night watchman, Hilliyards and the hotel Manager
and white guest. The tittle is aptto tell the duty consciousness of
night watchman and their responsibility satiric irony is used in
this story.

The Enemy is the sixth story. It sets in cunupia. It is the story
of a child. Here, natrator himself is a child. His mother not only
hates him but also hates his father. She is always saying that, he is
his father’s son not her mother because of his father’s inheritance
qualities, after his father sudden death, her mother has not changed.
She continuousto hate him.She says to him, “Go ahead and do
what you doing. You is yout’s fathers child, you hear not mine”.
(TE. P: 62). When his father was ill and on the bed, she went to
her mother’s leaving her husband alone.
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He flatly refused to go with her. He is pleased to hear his
decision. He gives him box full of crayons. He is spending his
time choosing crayons. His father is a driver. There are two types
of drivers -slave -driver and free- driver. His father belongs to the
second category. He is giving service to people who are going to
sugar factory and bringing them back after the factory hours. In
this respect, Sudha Rai comments, “The story develops the marital
conflicts of Naipaul’s own parents stemming from the culturally
sanctioned divide between the mother side” and “the father side
of the parent have left the child unattended by them™. Tragic
irony is employed in this story. The title is suitable because
heatedness is dwelt between father and son.

Green and Yellow is the seventh story. It set in a building, It
belongs to Mrs. Cooksey. There are several tenants residing in her

building. Welsh couple are one of them. They have preserved a
bird called Bluey. It is Smokey blue. It quarrels with unclipped
Wings Welshfamily has purchased a cage according to its size.
Cooksey have no children. Now they are old, there is no hope of
querulous begetting children. Mrs. Cooksey does not have
attachment with tenants. Among, the tenants she likes Welsh family
is temporarily leaving for her daughter’s house while leaving. She
has given their bird to them. Before that Mrs. Cooksey have already
two birds -Green and yellow, Bluey symbolizes the native of the
Island.Greenie bird symbolizesa foreign settlement. Yellow
represents a new culture. Among three yellow is powetful, when
it enters eatlier two birds become weak. There becomes a cultural
clash between Green and yellow, in which greenie loses, and the
land 1s colonized by yellow. But the region of yellow also does not
last for long. She is calm and alone in the cage.Her isolation
symbolizes culturalalienation. The title is apt to reveal cultural class
in the form of three Birds.

The Perfect Tenants is the eight story. It sets in an apartment in
Anglia. That apartment belongs to Mrs. Cooksey. She is land lady.
Darkin family is one of them. Her family is favorite to Mrs. Cooksey.
She and her husband’s behavior is an example for others. They are
not permanently residing in that building. They are coming once in
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a week. They never attend phone calls. Theirsis a respectable family.
Mrs. Darkin 1s about forty. She 1s tall and thin. She 1s always smiling,
Mr. Darkinis an electrician. He 1s as old as his wife. He 1s an athletic.
At present they are in trouble because, he falls down from a ladder.
The result of this is his arm has totally fractured. Other generous
Person in that building is Po-Po. He is taking too much care to
him.One night Mr. Darkin knock the door of one after another
including owner’s door stating that her husband’s condition is
critical. It is also learnt that her husband is suffering from appendix.
Within a fraction of second all assembled and takes him to the
hospital. Because of their cooperation and doctot’s help, he is out
of danger and totally recovered then they vacated the flat. The
third person narrative technique is employed. The title is apt to
show mutual cooperation among themselves.

The Heart 1s the ninth story. It sets in Jameson Street. It is the
story of Hari. He is ten years old boy. His heart is weak. The
doctor has advised him to take care about his health. He should
not exhaust his body. Heis fat. His interesting game is cricket. He
always keep expensive fountain pens. But they are stolen. He is an
ordinary student in the class. Behind his compound, there is a dog
of Alsation breed. Who is living with our oldlady. She has protected
from the dog. He asks his father to bring bi- cycle for going to
school. The result of this riding bicycle, there is a light heart pain.

Againdoctor advised him to take a week rest on the eve of his
birthday, his mother has given him a puppy. He is found of that
dog. His father has given him camera on his subsequent birthday.
"The day by day the dog is becoming weak and when it was crossing
the dog, it comes under the car and died. His father is telling to go
to Lari “Go after him. His heart is weak” (TH. P:110) and not to
tell the death of a dog. The title is apt because the own story
narrates over the weak heart of a boy.

The Bakers Story is tenth story. It sets in Trinidad. It is the
story of a Bakers. He belongs to Grenada. He has come to Trinidad
for business purpose. Heis one of the ten childien of his
parents.Occastonally, he is going to his native. Thistime he has
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brought his mother with him, hereher mother starts stitching
uniform working under a Chinese shop. In his shop Baking
items are being prepared. He 1s also working under the Chinese
owner. Baket’s story i1s about the struggle of Grenadadian
Bakers in Trinidad. Though, he is a professional bakers, he 1s
the victum of the ideology that where black are only to serve
others. But theycannot own their Bakery. Thestory also
presents the antagonism among blacks from different races,
culture, and Nations. Sudha Rai has rightly observed “In the
eartly phase of colonial history, economic survival takes
precedence over more dignified needs....... to become a rich
man, despite the price he pays for it”*. The title is apt toshow
the life of a Baker.

A Flag on the Islandis the title story. It sets in Island Trinidad.
It is the story, which reveals the condition of Trinidad’s Past and
present. The narrator is an American soldier. His name is Frankie.
It 1s his second visit to that place. This time he has come as a
tourist. During his visit, he sees to say that past cannot be reclaimed.
Yashoda Bhat has rightly observed, “Naipaul, the novelist is stepped
in historicism, like other third world writers. The writer of the
post-colonial world shows the pasthistory as receding and new
history, which the writer of the new world projects...this
principle.”

There are two parts in this story- The first and the second
part. The first part explores about the soldier, who is in Island
during the war. Second part deals with the same soldier, who has
come as a Tourist. As a tourist, he stays on the Island due to
threatened behavior. It is a flashback story. It s apt to show about
the description of Island. It seems to say that financial backwardness
and an awareness of the past make its in habitants of the Americans.
Though they are housing the American for their own livelthood,
they feel it a noble work to work for the Americans. Itis an identity
at present the flag declares but the lives of the people have become
more unreal because they are living being up to a tourist image of
themselves.
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ABSTRACT

Optical music symbol recognition facilitates to transcribe the music sheet into
machine-readable format so that it can be used for various applications by converting it
into midi format. Most of the works in the past have focused on the recognition of printed
music symbols and a few on online music symbols. Earlier methods work very well for
printed music symbol recognition. However, their performance is limited to clean and
binarized documents. Handwritten music symbol recognition is explored a little as it has
several challenges such as variation in writing stvles, document degradation, noise etc.
In this paper. we have investigated the performance of well-known texture descriptor
namely Histogram of Oriented Gradients (HOG) for the Old Handwritten Music Symbol
Recognition on the publicly available dataset. Support Vector Machine and K-Nearest
Neighbor Classifiers were employed for the music svmbol classification with K —Fold
Cross Validation Technique. We have achieved encouraging results and shown the
comparative analysis of various sizes of cell of computing HOG.
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1. INTRODUCTION

Automatic recognition of graphical components has received enough attention during the last
four decades due to its important industrial applications. It involves the recognition of structural
floor plans, logos and trademarks, maps, electronic circuit diagrams, mathematical symbols, and
music sheets, etc. Optical Music Recognition (OMR) facilitates the conversion of scanned music
sheets to be converted into a computer-readable format so that they are easy to listen to,
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Classification of Historical Documents Based on
LBP and LPQ Techniques

Pushpalata Gonasagi, Shivanand S Rumma, Mallikarjun Hangarge

Abstract: Historical documents are important source for
knowing culture, language, social activities, educational system,
etc. The histerical documents are in different languages and
evolved over centuries and transformed to present modern
language, classification  of documents into various eras,
recognition of words etc. In this paper, we have proposed a new
approach to automatic identification of the age of the historical
handwritten document images based on LBP (Local Binary
Pattern) and LPQ (Local Phase Quantization) algorithm. The
standard historical handwritten document images named as MPS
(Medieval Paleographic Scale) dataset which is publicly available
is used to experiment. LBP and LPQ descriptors are used to
extract the features of the historical document images. Further,
documents are classified based on the discriminating feature
values using classifiers namely K-NN (K-Nearest Neighbors) and
SVM (Support Vector Machine) classifier. The accuracy of
historical handwritten document images by K-NN and SVM are
90.7% and 92.8% respectively.

Keywords: LBP, LPQ, K-NN, SVM, Document Age, Historical
Document.

I. INTRODUCTION

The historical documents are scientifically and culturally

significant to the society. Since from the last decade, the
experts digitize the historical documents and stored in the
computer which we can accessed through the online anytime
and anywhere. The digitized documents are enable us to
access the information such as analyzing the documents,
recognize the characters, words, retrieve the information,
searching the information etc. Automatically identification of
the age of document images using image processing and
pattern recognition techniques is an important role. Tt helps
historians, forensic science, institutional ete for fixing the
authorship of the documents, establishment of the originality
of the documents, solution to the questioned documents etc.
The historical handwritten documents are studied by the
archaeologists to identify the significant characteristics and
their creators in order to date the documents [1]. The
documents lose their accessibility as sources, if documents

were not having an accurate date of origin of the documents.
The printed historical document images are used to estimate
the unknown publication date from their scanned page
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images [2]. Most of the documents have not carried any
explicit date information [3] which is difficult to decipher the
authentic documents without knowing when they were
composed. Usually historical documents have not carried the
date before the period of 1600 CE [4]. If the historical
documents don't have dates it is impossible to fix the
authorship. So far very few works have been focused to
identify the age of documents and remains it is a challenging
problem. There is a lack of publicly available on the Kannada
historical documents, so we have considered the online
available standard historical handwritten document images
for experiment and this dataset is in Medieval Dutch
language. The documents are having different eleven classes
from 1330 CE to 1550 CE. The age gap between the eleven
classes of the historical document is 25 years.

The association of the rest of paper is as per the following:
We have reviewed on literature survey in section II. After that
presents proposed method, introduction of historical
handwritten  documents, pre-processing and  feature
extraction techniques in section I11. Then experiment and its
results are discussed in section IV. Finally, section V
provides the conclusion and future work.

II. RELATED WORK

We have reviewed many research works on identification
of the age of the document. But here we have mentioned few
literature survey reviews for documents age identification,
Sheng He et al. [5] discussed the scale-invariant features
using MPS dataset. This system is used to form the stroke
elements which enclosed the primary stroke of documents
and proposed Evaluation of Self organizing (EOS) map to
find the evolution of usual elements along the time for
handwritten characters of the MPS dataset. They achieved an
accuracy of 85.1% using KNN classifier, Sheng He et al. [6]
explored the fragments of stroke and local contour. These
strokes and local contour features are extracted and studied to
determine for dating the historical documents. The strokes
and local contour fragments explored using rotation invariant
and scale features. These features are encoded into training
code books using bag of words through classical model.
They have achieved the 14.9 mean absolute errors which is
optimal results, Halder et al. [7] article revealed the
determination of ink age of printed documents. This system
extracts the set of color features which are average
intensities, pixel profile and kurtosis to analyze the ink age of
the Google life magazine cover pages published in between
1930 to 1970 with having five decades different. They
designed neural net and trained to determine the ink age of
unknown samples and achieved
an accuracy of 74.5%.
Raghunandan et al. [8]
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explored the method for classifications of handwritten
documents using foreground and background information of
identify the original and forgery documents. They have been
analyzed Fourier Co-efficient to differentiate the documents
as original and forgery. They have extracted the contrast
features of the handwritten documents using Fourier
Co-efficient to classify the documents as old and new. They
have achieved an accuracy of 78.5% for new documents and
77.5% for old documents. Barboza et al. [9] demonstrated the
method for estimating an age of the document using
background information of RGB components of scanned
document images. The documents were used by considered
birth, wedding and other certificates during 20" century i.e
period from 1913 to 1952. The document images considered
age gap of one year from 1913 to 1952. They have applied the
Gaussian distributions to normalized color components of the
documents and considered the normalized color components
for estimating the age of documents. Sheng He et al. [10]
discussed PSD (Polar Stroke Descriptor). PSD are generated
using rotation invariant local strokes features and also they
have represents the stroke lets. The PSD and stroke lets are
used to representing the stroke length in each direction with
high-dimensional  features for dating the historical
documents. The documents are classified using K-NN
classifier. They have achieved an accuracy of 60.7%.
Fernando et al. [11] explored a model to date the historical
color photographs. They have utilized the color components
derivatives and angle features to extract the features of the
photographs. They have used linear and nonlinear SVM
classifier and achieved an accuracy of 85.5%.

11I. PROPOSED METHOD

The objective is to present a new approach for identification
of age of historical document images. The quality of the
historical documents are degraded as increasing the age of
documents and also depending on storage condition,
humidity, environment and accessing the historical
documents. Hence features are extracted using LBP and LPQ
techniques from the historical document images. Further, we
have classified the documents based on the different classes
of historical handwritten document images using traditional
classifiers using K-NN and SVM such as first class of
historical document images belongs to 1300 class or
remaining classes of the historical document images. The
process of flow of proposed method is shown as block chart
in Fig. 1.

Histerigal
Documerts Preprocessing (gray
i ::] scale, filter, text block)

Classification
usingKNNand | | e il
SVt

Feature Extraction

Fig.1 Block chart of the proposed method

A. Data Collection

Dataset: The standard dataset [12] are considered for the
experiment. It contains historical handwritten document
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images during the period from 1300 CE to 1550 CE. The
documents are charters which are particular sort of
unequivocally dated documents broadly utilized within
period of Medieval Ages to demonstrate a certain legitimates,
financial activities, transactions had carried out. The
historical document images are collected from four cities.
The four cities are Leiden, Arhem, Leuven and Gronigen.
The documents are explored numerous corners of the
Medieval Dutch dialect. Besides, all the documents
established and they have been written documents inside one
of four cities. They took a few decades to notice that there is a
gradual change in the scripts in handwriting habits. The
historical handwritten document images include documents
written around medieval years from 1300 CE to 1550 CE.
Total eleven years of documents are considered for
experiment. These eleven years of historical document are
type of eleven classes and contained scanned documents in
Portable Pix Map (PPM) format. The 130045, 132545,
135045, 1375£5, 14005, 1425+5, 14505, 147545, 15003,
152545, 1550+5 with more or less five years of the
documents are having limitations of the respective classes of
the historical document images. The historical handwritten
document images are contained currently 2858 documents as
shown in Table 1. The text block of the historic handwritten
document images are formed 4870. The total numbers of
fully covered texts from the text blocks are 2827 as shown in
Table 2.

B. Pre-processing

Historical document images are not in condition to use
directly for identification of the age of documents even
though good scanners are available. The scanned historical
document images are in high resolutions and also the
presence of the unwanted marks due to ink blot, fading, poor
quality of paper, noise are leads for misclassification of the
historical document images. Hence we have performed the
pre-processing step. In the pre-processing step, scanned color
handwritten document images are converted into grayscale
document images. Then we have applied Wiener filter for
removal of blur from document images. The computational
cost of LBP is high when features are extracted from
high-resolution of the texture of the historical document
images and hence this technique may unacceptable in
practical image processing, So we have segmented the
historical document images into text blocks of 512X512 sizes
and retain only those text blocks which are completely
covered text. The total number of handwritten document
images and text blocks are discussed in the section IIT (A).
The sample image of text block is shown in Fig. 2.

Fig. 2 (a) Sample original handwritten document image
of 1300 CE (b) sample text block image on (a)
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Table 1: Historical handwritten document images

Classes | 1300 | 1325 | 1350 | 1375 | 1400

1425 | 1450 | 1475 }SUUlISZS 1550

Pages 95 164 199 | 267 3l

323 386 259 241

372 I 24]

Table 2: Text blocks of historical handwritten document images

Classes 1300 1325 1330 1375

1400

1425 1450 1475 1500 1525 1550

Text blocks 281 281 146 192 234

272 304 199 298 298 322

C. Feature Extraction

The quality of the document images are measured using
the texture of the document images. LBP and LPQ are the
most efficient techniques to capture the texture of the
document images and robust to the blur document images.
Therefore, the features are extracted from the text blocks
using the combination of the LBP and LPQ. For each text
block 315 features are extracted. All eleven classes of the text
block features are extracted and store as a knowledge base.
The features are discriminating in a nature from one class to
another class. The mathematical expression of LBP and LPQ
techniques are as follows:

Local Binary Pattern: From [13,14], it is an efficient
and straightforward texture descriptor that represents pixels
of document images by threshold each neighborhood pixel
and output is represented as a binary number. The extension
of the LBP technique called as Uniform Local Binary Pattern
and accessed to minimize the feature vector in terms of size.
Uniform LBP is a rotation invariant descriptor. It is defined
as pattern contains maximum two bitwise transitions from 0
to 1 or 1 to 0. The bitwise pattern is circularly traversed. [f a
binary pattern is 01110000 (2 transitions), then it is uniform
and binary patterns 10001001 (4 transitions) and 010001010
(6 transitions) are not uniform, The Uniform binary patterns
are utilized to compute LBP labels in order to that every
uniform pattern has a separate label. By considered
neighborhood parameters p=4& and r=/, it forms totally 256
patterns, among these pattern, uniform binary pattern are 58
and every non uniform binary pattern are codes with a single
label. Therefore total 59 features are occurred.

From equation (1), the operator LBP , ,, is used to study
the local image texture in special domain. The symbol (p, )
is utilized for neighborhood pixels by indicating the p as
sampling point in the direction of circle of radius r. Where gv,
be the gray value of the center pixel, gv, be the gray value of
p equal spaced neighboring pixels towards the direction of a
circle of radius (> 0).

21

LBF{);J. P Z{)f‘(gvp—gvc)'zp
p=

(1)

I, k=0

'h k)=
where f[) {O, -

Where 27 is binomial factor which assigned to each sign of
figv,-gv,). From the definition of LBP operator, it is invariant
versus any monotonic transformation of grayscale. It can be
attained with sign of the differences instcad of their exact
values (gv,-gv/.
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The pattern which having maximum two transitions is
measure as uniformity U. The uniform rotation-invariant
texture and gray scale descriptor is expressed as in equation

(2).

p=I
“ Zs(gvp-gvc} if U(LBRp,))S2

S @
p=0
p+l, Otherwise

Where

p-l
ULsp (g r) =Y oy g cl-slgv g-gv ﬁ};‘+ﬂ§1].\'tg1-' pe1-g L,]-.v{gvﬂ -gv [.]

Local Phase Quantization (LPQ): From [15, 16]. LPQ
technique is extremely good tolerant to noise and
outperforming for sharp and blurred document images. In
another words LPQ descriptor is based on local phase
spectrum which help to discriminates the underlying texture
by distribution of different code words in the image region.
So that it is an invariant property for the blur document
images. The mathematical expression of the LPQ which
yields blur image between original image f{p, q) and blur
image g(p, q)
g(p.g)=f(p.g)*h(p.q)+n(p.q) (3)
Where / (p, ¢) is the PSF (Point Spread Function) and # (p, g)
is additive noise. The symbol ‘*° indicates the two
dimensional convolution. The relationship between f{p, gJ
and g(p, g) excluding noise within the Fourier frequency
domain is expressed as in equation (4).
Gz ) = F G 3 Hx, ) 4)
Where G(x, v). F(x, y), and H{x, y) are the Fourier Transforms

of g(p. q). fip. q), and h(p, g) respectively.
From equation (5), we have generated the phase information.
LG(x,y) = LF(x,y)+ £LH(x,¥) (5)

Where £G(x, y), £ F(x, y), and £H(x, y) are the phases of g(p,
q), fip. g). and h(p, q) respectively.

If PSF is centrally symmetric, then the phase of /i(p, ¢) has
only two values, It can be expressed as shown in equation (6).
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i

0, if Hx»=z0

£H(x )= {::'r, Otherwise (6)

Thus, the phase information is invariance between Gex, vJ
and Ffx, y) can express as in equation (7).

ZG(xy)=LF(xy),  for all H(x,p)20 (7)

From equation (7), blur intensities absolutely holds between
gip. ¢) and f{p, g) from a phase perspective. The phase
information is insensitive to centrally symmetric blur. LPQ
executes using Short-Term Fourier Transform (STFT) to
extracting phase information of every pixel. STFT is
computed from the corresponding M x M neighborhood
centered at the pixel as express in equation (8).

—j27(xp+yq)

Gxy= ) Delpa)e M (8)
peN, geN,

Where Np and Ng are representing the neighborhood regions.
By calculating at frequency points x! = (a, 0), x2 = (0, a),
X3 = (a, a), and x4= (a,-a) using STFT, then LPQ extracts
phase information. Where ‘e is a small value with relatively
scalar which satisfies the equation (7) and assuring
blur-insensitive. The obtained results are expressed by
organizing as in equations (9) and (10).

W =[G(x1). G(x2), G(x3),G(x4)] (9
and

Z=[REW . 1M W] (10)
Where RE{/W} and IM{W] represent real and imaginary parts
of W. Blur-insensitive textural information are collected to
encode the elements in Z as in equation (11),

8 ;
b= w52"

n=l1

(1

Where m, is the quantization for i component in Z, given by
equation (12).

Z(p)20

1
(p)=1" (12)
i) {0, Otherwise

Finally, 256 dimensional features are generated which are
encoded values of b within image using formation of
histogram,

LBP-LPQ descriptors: The features extracted from the LBP
are 59 values and LPQ are 256 values. After combining the
both descriptors values, it generated total 315 features values
of each text block images of handwritten document images
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IV. EXPERIMENTAL RESULTS AND DISCUSSION

The proposed system is evaluated by using handwritten
text block images. The experiment is carried out using Image
Processing Tool Matlab R2017a version. The experiments
are carried out on the dataset as discussed in the section 111
(A). The Historical handwritten document images are
collected during period 1300 CE to 1550 CE from the various
cities as discussed in the section III(A). The original
historical handwritten document images are color document
images. The sample image is shown in Fig. 4(a). These
documents are converted into grayscale document images
and enhanced by the Wiener filter method. The enhanced
document images are segmented into 512 x 512 text blocks
and retained only text blocks which are covered by full text as
discussed in section ITI(B) and sample images are shown in
Fig. 4(b). As discussed in the section II[(C), features are
extracted by applying the combination of LBP and LPQ
methods to all eleven classes of the text blocks. Total 315

features are generated for each block images of the class and

stored them as a knowledge base. Finally, we have identified
the age of text blocks of handwritten document images by
using classifier namely K-NN [17] and SVM [18]. The
outcome of the experiment is measured in terms of the
classification rate. The accuracy of the classification of the
proposed method using K-NN and SVM is shown in Table 3.
The SVM classifier has shown high results compared to KNN
classifier. We have attained the average accuracy of 90.5%
using K-NN classifier and 92.8% using SVM classifier. [t can
be realized from the confusion matrix of K-NN and SVM
classifiers are shown in Table 4 and Table 5 respectively.
We have compared our results with the recently published
work in the literature [5] is shown in Table 6. It reveals that
proposed method is performing better than the reported
method.

(b)
Fig. 4 (a) Sample original historical handwritten
document image of class 1300 CE (b) Text block sample
of segmentation of size 512x512 on (a).
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V. CONCLUSION AND FUTURE WORK document image based on the texture attributes using a
hybrid method by combining LBP and LPQ methods. The

In this paper, we have presented a new algorithm for S i
traditional KNN and SVM classifiers are

automatic identifying of the age of the given historical

Table 3: The accuracy for classification of the proposed method using classifier (K-NN and SYM)

Classes KNN Classifier SVM Classifier
{Handwritten
documents in the Classification rate of Error rate Classification rate of Error rate
period(CE)) document (%) document (%)
identification (%) identification (%)
1300 94.3 5.7 94.3 4.7
1325 94.0 6.0 94 6.0
1350 91.8 8.2 95.9 4.2
1375 89.6 10.4 91.2 88
1400 92.8 g 923 7.7
1425 90.4 9.6 91.2 8.8
1450 94.1 59 95.4 4.6
1475 &3 17.0 91 9.0
1500 87.2 12.8 88.3 11.7
1525 81.5 18.5 92 8.0
1550 96.9 37l 95.7 4.3
Average Accuracy | 90.5 9.5 92.8 72

Table 4 Confusion matrix using K-NN classifier

Years 1300 1325 1350 1375 1400 1425 1450 1475 1500 1525 1550
1300 265 3 2 I 1 ] 2 | - - -
1325 8 264 - 2 2 | [ 2 - - 1
1350 7 1 134 - - - 1 - 1 3 L
1375 I 1 - 172 2 - 3 7 2 2 2
1400 - 3 - 3 217 1 3 4 - 1 2
1425 6 3 - 4 | 246 ! 8 3 -
1450 2 2 2 1 4 286 3 2 | 1
1475 2 4 5 [y 5 1 165 5 4 2
1500 - 4 [ 4 4 8 5 260 11 1
1525 2 (] - 6 4 | 3 12 8 243 13
1550 2 | - - 2 1 - 3 1 312

Table 5: Confusion matrix using SVM classifier

Years 1300 1325 1350 1375 1400 1425 1450 1475 1500 1525 1550
1300 265 5 - - - 6 2 2 - [ -
1325 ] 264 - I 4 3 - 1 1 -
1350 - - 140 - 1 1 - - 1 3 -
1375 4 - 175 4 - 2 5 - 1 -
1400 - 1 - 7 216 2 5 - 3 = 2
1425 5 [ - - 1 248 7 6 4 - -
1450 - - 3 2 - 2 290 2 - 3 2
1475 - 2 - 2 4 2 181 4 4 -
1500 - - - | 3 - 10 9 263 9 3
1525 - 1 - | 4 - 3 6 4 274 5
1550 - - - 2 Z 2 0 2 308
Published By:
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Table 6: Comparison for performance of the proposed method

Author Dataset Accuraey (%)
Sheng He [5] MPS dataset 85.1%
Proposed MPS dataset 92.8%
Approach

used 1o classify eleven classes based on their originality of
the classes to which it’s belong. The proposed features
extraction method is simple, low computational requirements
and high quality description of huge datasets. We have
explored the LBP and LPQ descriptors which help in finding
the difference between the classes of the historical document
images. In the other words, generated discriminative features
values of all classes and classifying the documents most
efficiently. It is helpful to historians to fix the period or origin
of the documents. The future task would to be validating the
proposed method by reducing the age gap of historical
handwritten document and based on writing styles of
handwritten documents.
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Th‘S_ paper proposes to enlighten on the ways to use web resources for effective communication of
k“f_"V]nge, idea, concepts. In the teaching of English language & literature, web resources have come to play
a significant role in the context of development in technology & various modes of communication. Although,
the multimedia resources are used in many of our colleges and Universities indicating an improvement in the
teaching of English language & Literature, they have not yet reached and are not being used universally in our
country at least at present. The reasons for the scanty used of the multimedia such as combination of text,

Graphics, sound, video, animations, may be various & It itsell becomes a separate topic for discussion and
enlightenment on it. ol -

- 3 ; .". :' il “ FI--J:E.}-':!';I!X...-.‘E ‘ - - B
This paper confines itself to a fey."-bismg,\t__ov.;hq,gpq_'__[sllaﬁdmg-‘,of the concept of multimedia and its
used in the teaching of English, language, &;lite: rature? No-doubt, miitimedia affords communication of
thoughts, Ideas, concepts ina morc"dbffecg"g/j;;ﬁay é&}ﬂ paves the W

fgg an efficient useful and result oriented
2 - . iy P, H3iRgT P o . ! it ™y i
medium for imparting know}edge‘angmt;émng*w_{omauon. 1 ggﬁ{y‘@py‘a(\i)vaptages over the traditional
methods of delivering instth!_ibn.gﬁIfQ:f‘n g

“shorier; learning time and retains
information very easily. . ¢~ Al A T

S it (e SR T Cf. o, "
Multimedia, in a ge‘rfe_?alé;%é" }é;_s?’ﬁ!ferred “as the combination: ok .a‘rious_'mgnal media types : text,

+}

me a fewjithe leamn
: s

Q.

S R

images, sound & video intd-a i\‘i_’é"“"gif‘ate ‘multi-sensory interactive,ma?pﬂ"é}ﬁ"”- for_ presentation to convey a
: : S i e--:;:ug,é N 1006 ol
message for information to aﬂauggenc' gnew, Kellerman &Meyer,z1990)ss 5.0
s = 3 AR e

:ﬁ‘é%n;l evolving itself into a gradual
It Y T .

cipation and'involment which resulted
rswith-the use multimedia in the

The conventional system'c
: LY & skl
improvement. In the system, therefis:n
into dullness, lack of interest whicl
teaching & learning of Eng]isll}‘laﬁggd'g

imparting and giving instruction 16 the st ak _ 5 _.
To be clear about the term ‘media’, we: 0. ar:about what constitutes media language. Does
. 2 Koy o o Ui, | ML ¥ e s h

it mean only that constitutes modern & elecnf_q:qﬁ prﬂas”t_hg:re(al_\_’g%\yg‘been media of one Kind or another ? For
example, slate, megaphones, _wehave -all Tealized3 that -communication-always.. relies on some given
infrastructure. of technology~ar industry>It means communication always'involves a’medium or media . This
view further leads to some other.questigns. Do people use language differently.than in every day face to face
interaction? Is the language differently 'l!lgéﬂl;irj:;;qijffe;eni?Teq;‘q?ﬁs_ he. change in language increased or
distorted from its patterns by massive i‘h’ﬂuen;ﬂqf‘o :’n’ea{a 'laﬁégage, idioms, styles and formats. Above all,
another questions arises whether the circulations of messages in media form is always a good thing or not. The
use of media dates back to the invention of writing, printing, Telephone, Typewriter, Radio, Television,

Mobile, Internet, Animation. Twitter, and the many new additions.

My effort is to enable an understanding of the term media and sometimes the confusing ways in which
the term is used. An Anthropologist called Ruth Finnegan locates the modern idea of media in the larger
context of human’s “Use of a wide range of Signs and artefacts as means of Communication”. It is another
way of envisaging human communication and its resources which means the consideration of the technologies
and the materials forms that humans have developed and used in their process of interconnecting. These are
more significant than many accounts of communicating,

The term media is much used nowadays. However, it is elusive concept it often means the mass-

_media, press, Radio & Television but also sometimes the cinema, recording of popular music and some
computer mediated forms. In wider historical sweeps, distinctions have been drawn between, print & electrical
media, with the recent edition of electronic computer based media, sometimes the oral medium of speech etc.,
some other writers used media to refer to concrete forms like coins, maps, graffiti.

The International Encyclopedia of communication lists under media nearly 30 forms of varying levels

of generality including sculpture, photographs, motion pictures, murals, radio, television, book, map, stamps,
-portraits, writing & telegraphy. ' ’ : :

M.edia in_the widest sense, “People can interact by mediational means” (Scollan). Media is not just 2
matter of journalism, television for computer communication. For scollan it means “virtually everything is 2
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eywords: Malgudi, Customs, Indian tradition, Generations,
emphi hills, Sarayu, Modern Civilization.
Malgudi is the place which plays a vital role in R.K. Narayan
ovels. For Narayan, Malgudi is not just a geographical place or
aginary place, for him, it is the breath of his heart. He likes his
aracters in the novel. He picturises not only theitr manners but
so fashion, spit, habits, activities, educational scenato, the status
bof the economy and condition of the people under the traditional
ind religious atmosphere. Thus he presents his characters realistically.

ven a person of another country can understand the whole of
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Malgudi is the Breath of Narayan’s Heart: A gladian by reading his novels.
Critical mﬁu&% { Narayan, as a realist, has a minute observation capacity,
%specially he observes a variety of customs, traditions, rituals, and

eliefs. The foundation of Indian tradition is family. Narayan has
eat concern for family relationships and love between relatives.
is all mostall characters like Krishnan, Raju, Maragayya, Sampath
are of a typical Hindu joint family. They are very much in a close
ond with their family members. Modernity might have hit all the

spheres of life, but it has failed in destroying the strength of the
not show Malgudi of the present. Malgudi, like human beings dian joint family system. Narayan leaves no stone unturned in
comes up from time to time with many conflicts and &immonm.mm gadepicting the beauty of the bondage which a traditional Indian
its community. Malgudi changes as India changes from Agricultural&fami

[] w_ Em M.Oh ﬂ: Ens_uwﬁ.ﬂm.
T.E..U to Huu.m 20 ﬂgE uh. u&.ﬁmﬁ.m._— mon.—.nnv. Hmuﬂ nu.mnmw—u..oam.m Hunﬂ.oam : kunmmm-ﬂ_. m.wau.— m.OHHﬂ K i 1 Aum ﬂ.C c
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. . . sbut it is a kind of interconnecti
where he can begin the Journey of Malgudi of South India. The $embers of  family, Ever wOMnma: wnmﬂ nnnn_m_n wﬂ.ﬁm w%mwn
A RTL B R ¥ ybody 1s an independent entity with his

S. Anitha & Umakant S. Patil

Abstract:
In all novels of narayan, Malgudi is shown with its?

developments from the past to the present. Narayan initially does

and there exists a smaller of ion, Thi :._..nrnn rights. Their actions, feelings, and thought processes connect
: : e 2 A w : mmnmosw ._&m new mnmnﬁnow. ] :nﬁ_..ﬁ._.nn another, but when 93‘ do not try to link or _umn_mn the gap
oy - e ki the agzarian society and (g petween them, it ultimately ends up in a loss. However, due to the
nnmﬂm_un Mménr_»nw is the WHF between them. Narayan focuses anw.w advent of modernity and artificiality, the Indian joint family system
on nmnnq MM._ﬁnnﬂ.o e charactets who go through many places? breathing its last. Nevertheless, time with its tide changes
away from Malgudi. erything and creates a gap between the old and the new
- — —iggenerations. It is because of the attitude, thoughts, and activities
S. Anitha: Ph.D. Research Scholar, Shri Venkates iversi jranl: ; iz :
esearch Scholar, Shii Venkateshwara University, Gajeauiaighy o gap between the old and the new widens, and its consequence

Amroha (UP) India. ! : N
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| E Malgudi is the Breath of Narayan’s Heart: A
® Critical Study

S. Anitha & Umakant S. Patil

Abstract:

In all novels of narayan, Malgudi is shown with its
developments from the past to the present. Narayan initially does
not show Malgudi of the present. Malgudi, like human beings,
comes up from time to time with many conflicts and divisions of

o its community. Malgudi changes as India changes from Agricultural
hub to the 20" century industrial society. The transitional period
affected Narayan’s life, which redies him to prepare a platform
where he can begin the Journey of Malgudi of South India. The
community in Malgudi comprises a very conservative atmosphere,
and there exists a smaller group of 2 new generation, This new
generation is always in conflict with the agrarian society and the
result of which is the tussle between them. Narayan focuses much

on the development of the characters who go through many places
away from Malgudi.
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T}:u. Rolc Ot Women In 'I‘he Hlbtﬂl y Oi'lntlm
(Ancient-Modern)

Jyothsna Premkumar
Karnatak Arts,Science & Commerce College Bidar

“A man without a woman is in only half a man”
Introduction:
Al The World Is A Stage Hete All Men And Women Are Merely Actors And Actresses, They Have Their Entrance And
Exists”

From this quotation one can clearly understand that every human being has equal Rights, privileges,
position, status,, duties etc. Here on the earth the male and female are the two basic components of our human
society depending upon earth other and next of them Constitutes about half of the population but since the
ancient period, in India women have not been given equal rights, privileges with men They are suffering since
-vedic age.Therefore, it is necessary to analyze the status of women in the history of ancient and modern age.

' During the epic period the history of female may be regarded as an golden age women had been accorded an’ .
honorable status in the society, most if the female characters in Ramayana and MAHABHARAT were well
respected

In ancient India the positions of women does not appear to have been a very happy one. Their freedom
was extremely limited. The general view appears to be that they had to be under the care of parents in their

- childhood under the protection of their husbands in their youth and in the old age they had to be under the
control of their sons but during the Buddhist period while accepting the biological and physical difference
between period while accepting the biological and physical differences between the two sexes it doesn’t
consider men and women to be equally useful to the society.

In the medieval period, Polygony and purdah systems were practiced during the muslim period, women
were restrained through the ‘Purdah’ system and the movement outside was checked. Thus the Purdah system
affected their education. It also made women to be dependent on men for external work. Many siants like,
Chaitanya , Nayak, Meera, Kabir, Ramdas, Tulsi and Tukaram propogated in favor of women’s right to-
freedom to women and resulted in securing some social freedom too. First the Purdah system was abolsihed
later so on. It is seen that Razia Sultan, fought like a man during her region but society did not allow her to have
the position of a man.

Many social reformers like Rajaram Mohan Roy, Eshwar Vidhya Sagar, Mahanshi Karve, Swamy
Vivekananda ete. Protested against the sati system Purdah system, child marriage and showed interest towards
‘women rights in the society some women also organized many programs regarding education, political
affairs,rights for women in society such as Bhagini, Nivedita, Anne Besant, Marget, cousin Sarojini Naidu,
Pandit Ramabai, etc.....

Women had equal rights in social and religious field but had limited rights in economic field.

As we all know that, The Rig-Vedic period was a free society. The Aryans evidently preferred male child to

female child. However, females we're free as their male counterparts. Girls studied the Veda and fine arts.

Women never observed purdha in Vedic period. They enjoyed freedom in selecting their mates. But divorce

was not permissible to them as comparing to modern period. Women got cqual chances, rights and privileges -
not only within the house but in the society. Women can stand with men all walks of life.

During the ancient period of Indian history female had no rights for freedom to economic productlon
‘and occupation bit in the modern age women are getting the economical and occupation freedom. She can work
with man. In the present society and earning more than men status of Indian women during the British rule
lowered like, sati system, child marriage education for girls etc.

The status of women In the ancient period, there were no such equal rights, position, privileges as
modern age during ancient period sometimes women got a little breath for their rights but were disappointed
soon. During the Rig-Vedic socicty was a free society. The Aryans evidently preferred male child to female
child. Girls studied Veda and fine arts. Women never observed Purdah Veda period but divorce was not
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permissible to them as comparing to modern age thought women were suffered they had rights, chances,
privileges on in the house but not outside in the society as modern age British government in'ﬂue_nced the
women education and in 1824 organization of “CHRIST MISSION™ established a school for girls in Bombay *
then Lord Dalhousie the governor of British also game much scope for the women education in India during
modern age.

One such pioncer I would like to add i.e MOTHER TERESA

Mary Teresa commonly known as Mother Teresa and honoured in the
- Catholic Church as Saint Teresa of Calcutta, was an Albanian-Indian Roman
Catholic nun and missionary. Mother Teresa grew famous  for humbly
ministering to lepers, the homeless and the poorest of the poor in the slums of
Calcutta (otherwise known as Kolkata). India. She was proclaimed a saint by
the Catholic Church in 2016.

On her arrival in India, she, began by working as a teacher; however,
the widespread poverty of Calcutta made a deep impression on her, and this led to her starting a new order
called “The missionaries of charity”. The primary objective of this mission was to look after people ,who
nobody else was prepared to look after. Mother Teresa felt that serving others was a fundamental principle of
the teachings of Jesus Christ. She often mentioned the sayings of Jesus. :
One of her quote said that:

“love cannot remain by itself —it

has no meaning. Love has to be
put into action, and that action is service”.-Mother Teresa

Source:
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The Role And Status Of Women In India

Shivrani Jaising Thakur
Karnataka Arts, Science & Commerce College Bidar

The role and status of women in India is a very hot issue that is passionately debated every day, as
ever more women become conscious of the inequalities and bias they suller from. All around the world, women
are an untapped "resource” to fight poverty and violence. And even though their potential has been very clearly
revealed time and again in difficult circumstances (world wars, independence movements) men have too often
lost sight of it in times of stability.

“The best thermometer to the progress of a nation is its treatment of its women. There is no chance for
the welfare of  the world  unless  the  condition  of  women is improved.
Woman has suffered for acons, and that has given her infinite paticnce and infinite perseverance. _

The idea of perfect womanhood is perfect independence. There is no hope of rise for that family or
country where there is no estimation of women, where they live in sadness.” (Swami Vivekananda)

The.above quoted lines, famously uttered by a 19th century Indian monk way before India woke up to its
¢ . present status of being an independent and recognised nation-state, addresses an insight which informs the

' ~ development discourse all over the world today ;
India’s struggle for freedom is one such instance in history where women had stepped out of their
regular roles as home-makers, mothers and wives to shoulder the responsibility of sculpting the concept of a

new nation amidst the conflict between the people and the colonial state.

s While they were at it, they had stood shoulder to shoulder with their men-folk to rally the masses to the
7 cause, face bullets, picket shops, and participate in propaganda making. They embodied self-sufficiency as

Gandhi had first visualised through the skill of spinning using a “charkha™ (spinning machine for household
spinning of cloth).

The worth of a civilization can be judged from the position that it gives to women. Of the several
factors that justify the greatness of India's ancient culture, one of the greatest is the honoured place ascribed to
women, Manu, the great law-giver, said long ago, 'where women ar¢ honoured there reside the gods'. According -
to ancient Hindu scriptures no religious rite can be performed with perfection by a man without the

ol participation of his wife. Wife's participation is essential to any religious rite. Married men along with their
Vs wives are allowed to perform sacred rites on the occasion of various important festivals. Wives are thus
befittingly called 'Ardhangani' (betterhalf). They are given not only important but equal position with men.

But in the later period the position of women went on deteriorating due to Muslim influence. During the

. Muslim period of history they were deprived of their rights of equality with men. They were compelled to keep
themselves within the four walls of their houses with a long veil on their faces. This was definitely due to
Islamic influence. Even today in some Islamic countries women are not allowed to go out freely. The
conservative regimes of lran and Pakistan, for example, have withdrawn the liberties given to women folk by
L the previous liberal governments. Even in India the Muslim women are far more backward than their Hindu,
e " Christian and Sikh counterparts. The sight of Muslim women walking with long 'Burkas' (veils) on their person
‘ is not very rare. The women are, as a matter of fact, regarded as captive and saleable commodities in Muslim
families. One man is allowed to have so many wives with the easiest provision of divorce. The husband can
- divorce a wife just by saying 'l divorce you' under the provision of Muslim laws. This is what the emperors did
hundred years back and the men are doing it even now in almost all Islamic countries. Even in this last phase of
the twentieth century rich and prosperous men of Islamic countries keep scores of wives in their harems. It was
natural outcome of the Muslim subjugation of India that woman was relegated to a plaything of man, an
ornament to decorate the drawing room. Serving, knitting, painting and music were her pastimes and cooking
and cleaning her business.
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But all this should not lead us to conclude that the women should look down upon domestic life. The )
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main sphere of action for them who have not taken up jobs outside should be essentially a happy home which is
their real kingdom and where their sweet manners and mature advices as wife, mother, sister and daughter make
tremendous effects on the male members of the family. The progress of a nation depends upon the care and skill
with which mothers rear up their children. The first and foremost duty of Indian women should, therefore, be to
bring forth noble generations of patriots, warriors, scholars and statesmen. Since child's education starts even in
the womb and the impressions are formed in the mind of a child while in mothers arms women have to play a’
role of vital importance. They have to feel and realise at every step of their life that they are builders of the fate

of our nation since children grow mainly in mothers arms. They should also discourage their husbands and sons

from indulging in bribery and other corrupt practices. This they can do only when they learn the art of simple
living by discarding their natural desires for ornaments and a living of pomp and show. In many cases families

- have been running in deficit due to the extravagance of the housewives in maintaining a high standard of living.

The result is that the earning male members of the family are forced to fill up the gap in the budget by corrupt
practices. Corruption has been so far the greatest impediment in way to India's progress. Minus corruption India
would have been one of the most developed nations of the world.

There is no denying the fact that women in India have made a considerable progress in the last fifty
years but yet they have to struggle against many handicaps and social evils in the male dominated society. The
Hindu Code Bill has given the daughter and the son equal share of the property. The Marriage Act no longer
regards woman as the property of man. Marriage is now considered to be a personal affair and if a partner feels
dissatisfied she or he has the right of divorce. But passing of law is one thing and its absorption in the collective

* thinking ol society is quite a different matter. In order to prove themselves equal to the dignity and status given
to them in the Indian Constitution they have to shake off the shackles of slavery and superstitions. They should
help the government and the society in cradicating the evils of dowry, illiteracy and ignorance among the eves.
The dowry problem has assumed a dangerous form in this country. The parents of the girls have to pay
thousands and lacs to the bridegrooms and their greedy fathers and mothers, If promised articles are not given
by the parents of brides, the cruel and greedy members of the bridegrooms' family take recourse to afflicting
tortures on the married women. Some women are murdered in such cases. The dowry deaths are really heinous
and barbarous crimes committed by the cruel and inhumane persons. The young girls should be bold enough in
not marrying the boys who demand dowry through their parents. The boys should also refuse to marry if their
parents demand dowry. But unfortunately the number of such bold and conscientious boys is very few. Even the
doctors, engineers, teachers and the administrative officers do not hesitate in allowing themselves to be sold to
the wealthy fathers of shy and timid girls. Such persons have really brought disgrace to their cadres in particular
and society in general. The government should enact stringent laws to afflict rigorous punishment on dowry
seekers, women's murderers and rapers. '

Source:
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Abstract

This study examined the different techniques utilized as a part of the preservation and
conservation of library materials in selected college libraries in the district of Yadagir of
’ Karnataka especially, it investigate the causes and nature of deterioration, patterns and
techniques utilized as a part of their control, presence of preservation and conservation strategies
and constraints restricting successful preservation and conservation. The survey technique was
used to gather information. Findings uncovered that preservation and conservation strategies,
however adopted in the college libraries were not viably being used in spite of the fact that the
libraries all have preservation policies. The review also uncovered that cleaning and dusting of
library materials is the most commonly used technique. The study built up that there are indeed
incidences of deterioration of the most prominent outcome being books becoming torn and ¢
racking and scratching. Other findings uncovered that inadequate funding was the most serious
inhibitor to compelling preservation and conservation activities in the college libraries. In view
of the discoveries, recommendations were made towards enhancing preservation and

. conservation practices in the libraries.

Keywords : Conservation, Library materials, Preservation, Preservation arrangement, College

Libraries
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INTRODUCTION

Libraries work as memory organizations, whose mission is to gather, sort out, preserve and
encourage the use of cultural and scientific heritage. The library works as knowledge house
which is entrusted with the obligation of acquiring, processing and disseminating its information
to users and because of steady utilization these materials wear and get torn. To preserve and
conserve print materials in the library. It is extremely essential to prolong the life of the
materials. The term, * conservation, is best comprehended to mean a dynamic intervention in the
repairs of items, which has deteriorated or degraded. Libraries acquire and preserve information
bearing assets, for example, periodicals, maps and so on, to meet the information prerequisites .
of its customer base. For the life of these materials in great physical condition, with the goal

that it can be made accessible and counseled at all times.

The term * preservation’ is the maintenance of items near to their original condition, similarly as
far as possible, or until they are not required anymore. According to Rufus Choate, “ The book
is the only immortally”, subsequently, it is duty of the librarian to see that rare books and archive
materials get saved from the ecological, physical, chemical and biological factors. One of the
functions of preservation is to gather the documents of the past and the present and to keep and

maintain them so that they are accessible to both present and future users.

The term, preservation, conservation and restoration is used as a part of the guidelines which

are the simple definitions used by Wesley L. Boomgaarden. .
Preservation — Action taken to anticipate, prevent, stop or retard deterioration

Conservation — The maintenance taken to anticipate, present, stop or retard deterioration.
Restoration — The act of returning the deteriorated item to its original or near original condition.

Objectives of the Study

The specific objectives are
1. To explore the preservation and conservation techniques in use in selected college
libraries in Yadagir district.

2. To investigate if there is a preservation and conservation policy used in these libraries.
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To find out the types of deterioration experienced in the selected college libraries.

4. To example the level of degradation of resources experienced in the selected college
libraries.

5. To find out the constraints against affective preservation and conservation of library

materials in the selected colleges.

METHODOLOGY

The study adopted the survey approach. The populace involved college libraries in Yadagir
district of Karnataka State. Purposive sampling was adopted in selecting the college libraries
surveyed inferable to pre-study visits that drove to the disclosure that preservation and
conservation practices were not that pronounced in all the Yadagir colleges. Hence, a sum of
. fifteen college libraries with some level of preservation and conservation practices was
purposively chosen. Table 1 displays a list of the selected college libraries. The target
participants were the librarians, since they were in the best position to give all the vital

information concerning the issues being considered in the study.
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Table 1 : List of Selected Colleges

Z
Z
e

Name of the Colleges

"y

Matoshree Mallamma College

Yashodha Degree College

Panchasheela Degree College

Huligeppa Degree College

Nalanda Degree College

Shreeraksha Degree College

Aadarsha Degree College

Maharaj Degree College

O ool 2| N v B W N

Surabhi Degree College

o

Yeshashwini Degree College

—
ot

Basava Degree College

28]

Arundhati Degree College

13

Priyadarshini Degree College

14

M N Bali Degree College

13

Babugouda Degree College

Data Collection and Analysis

ISSN NO:2236-6124

Data was gathered using a structured questionnaire separated into six segments ( See Figure 1).

To ensure a high rate of return, copies of the questionnaire were personally administered.

Structure of the Questionnaire

Section A : elicited demographic data about the college libraries

Section B : collected data on the general use of preservation and conservation of library materials

Section C : asked questions about the patterns and strategies in preserving and conserving print

library materials

Section D : asked questions on the nature and extent of degradation of library materials

Section E : found out the existence of preservation and conservation policy, and
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Section F : asked questions on barriers affecting preservation and conservation practices.

All the fifteen (15) copies of the questionnaire directed were returned giving a 100 % response
rate. Descriptive statistics, namely frequency and percentage distributions, were used to present

patterns in the data.

NATURE AND EXTENT OF DEGRADATION OF PRINT AND LIBRARY
MATERIALS

Table 2 below respectively presented the results of the analysis of the nature of degradation of

Print and Library Materials in the surveyed college libraries.

Table 2 : Nature and Extent of Degradation of Print and Library Materials.

. Nature of Degradation of print Library | No Extent Little Extent Very Great
Materials Extent
Mutilation of library material 1(6.7) 5(33.3) 9(60.7)
Vandalization of library material 3(20.0) 6(40.0) 6(40.0)
Broken spine of library material 0(0.00) 8(53.3) 7(46.7)
Books becoming torn 1(6.7) 3(20.0) 11(73.4)

The results show that * books becoming torn’ is the most noteworthy nature of degradation of
print library materials in the surveyed college libraries. This is followed by ‘mutilation of library
materials’ while * broken spine of library material’ is next. Minimal nature of degradation of

print library materials is ‘vandalization of library materials.
CAUSES OF DETERIORATION OF PRINT MATERIALS

Table 3 presents the result of the analysis of the various causes of deterioration of print materials

in the surveyed colleges.
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Table 3 : Causes of Deterioration of Print Materials

Print Library Materials No Extent | Little Very Great
Extent Extent

High acidity levels 4(26.7) 5(33.3) 6(40.0)

Wear and tear due to excessive photocopying 0(0.00) 4(26.7) 11(73.4)

Air pollution 4(26.7) 7(46.7) 4(26.7)

High temperature level 5(33.3) 5(33.3) 5(33.3)

Relative humidity 4(26.7) 7(46.7) 4(26.7)

Excessive light 6(40.0) 6(40.0) 3(20.0) .

Dusts and particulate matters 6(40.0) 3(20.0) 6(40.0)

Biological agents (termite, spiders, cockroaches, | 4(26.7) 7(46.7) 4(26.7)

etc.)

Bad shelving 4(26.7) 9(60.7) 2(13.3)

The results showed in table 3 demonstrate that * wear and tear’ is the significant reason for
deterioration of print materials in the Belgaum district college libraries. This is followed by
‘high acidity level’ and ‘dusts and particulate matters’. While ° high temperature level’ is next.
Nonetheless, minimal reasons for deterioration of print materials in the Belgaum district college

libraries are © bad shelving” and ‘excessive light’.
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PRESERVATION AND CONSERVATIN TECHNIQUES OF PRINT MATERIALS

The result of the analysis of the Preservation and Conservation Techniques of Print Materials are

presented in table 4.

Preservation and Conservation No Never Occasionally | Very Often
Techniques Response

Binding 0(0.00) 0(0.00) 3(20.0) 12(80.0)
Fire Fighting equipment 0(0.00) 0(0.00) 4(26.7) 11(73.4)
Air conditioning 0(0.00) 1(6.7) 3(20.0) 11(73.4)
Photo coping 0(0.00) 0(0.00) 2(13.3) 13(86.7)
Deacidification 11(73.4) 2(13.3) 1(6.7) 1(6.7)

. Use of insecticide 0(0.00) 1(6.7) 10(66.7) 4(26.7)
Cleaning and dusting 0(0.00) 0(0.00) 0(0.00) 15(100.0)
Adequate security 0(0.00) 1(6.7) 1(6.7) 13(86.7)

Table 4 shows that the most used preservation and conservation technique of print materials is
the college libraries is by  cleaning and dusting’ these materials. This is ‘adequate security’ is
taken after. Be that as it may, minimal methods of preservation and conservation of print
materials are * Deacidificatin’ and ‘use of insecticide’. This circumstance uncovers that the most
useful technique used as a part of preservation and conservation print and materials in the college

libraries in cleaning and dusting.

PRESERVATION AND CONSERVATION POLICY IN THE COLLEGE LIBRARIES

. Table 5: Preservation and Conservation Policy in the College Libraries
Policy Yes No

Does the library have preservation and conservation policy ? 13 (86.7) 2(13.3)
Is the policy written ? 12(80.0) 3(20.0)
Is the policy obeyed ? 11(73.4) 4(26.7)
Does it guide staff ? 12(80.0) 3(20.0)
Is the policy helping the security of the library ? 14(93.3) 1(6.7)

Does the policy address disaster ? 10(66.7) 5(33.3)
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Table 5 shows that the college libraries are having a standing preservation and conservation
policy, which is written, obeyed and it serves as a guiding instrument to security of print

materials. Yet, the policy fails to address the issue of disaster management.

CONSTRAINTS AGAINST EFFECTIVE PRESERVATION AND CONSERVATION OF
LIBRARY MATERIALS

The constraints against effective preservation and conservation of library materials in the college

libraries are displayed in the table 6.

Table 6 : Constraints against effective preservation of Library Materials .

Possible Constraints No Extent Little Extent Very Great
Extent
Inadequate funding of the library 1(6.7) 5(33.3) 9(60.7)
Lack of competent manpower 8(53.3) 3(20.0) 4(26.7)
Lack of preservation and conservation policy | 0(0.00) 0(0.00) 0(0.00)
Inadequate infrastructure 2(13.3) 4(26.7) 9(60.7)
Administrative bottlenecks 3(20.0) 4(26.7) 8(53.3)
Harsh environmental conditions accelerating | 2(13.3) 5(33.3) 8953.3)
library materials depreciation

Table 6 indicates that the greatest constraint confronting the libraries is ¢ inadequate funding’.
This is followed by ° inadequate infrastructure’ while ‘administrative bottlenecks” and * harsh .
environmental conditions accelerating library materials depreciation’ was following other
constraints. However, * lack of competent manpower’ and ° lack of preservation and
conservation policy’ are not seen as constraints. In different words, the college libraries are not
confronted with policy or human resource problems, but instead, infrastructure and
administrative problems in completing their preservation and conservation activities. This has
uncovered that the preservation and conservation policies in these libraries are extremely

compelling and they have skilled staff handling of library activities
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DISCUSSION

The result of the study uncovered that the most utilized practice and techniques in the
conservation and preservation of print library materials in the college libraries is cleaning and
dusting of information materials, while the slightest utilized techniques is the use of insecticide.
The results also show that the significant reason for deterioration of library materials is wear and
tear due to a great extent to over the excessive photocopying of the information materials by
users and excessive use and mishandling of the materials. This finding corroborates Olabodoe
(2005) who stated that wear and tear, excessive light and dust are responsible for the

deterioration of library materials.

The study uncovered that library materials in the college libraries also suffer from high acidity
. and high temperature levels, although bad shelving and excessive light are the slightest issues

that the libraries confront.

The combination of high temperature and high humidity rushes the chemical deterioration of
materials. These factors also play a major role in the multiplication of some biological agents.
High relative humidity provides the moisture to promote harmful chemical reactions in materials
and in blend with high temperature, enhances insect activity. To a great degree, low relative

humidity may lead to parching and brittlement of specific materials.

On the nature and degree of degradation of print library materials, the outcomes demonstrate that
the most astounding nature of degradation is books being torn, followed by broken spines, being

a consequence of frequent and careless use of the materials.

The best constraint against viable preservation and conservation of library materials in
inadequate funding. Other constraints that affected the libraries were administrative bottlenecks

and harsh environmental conditions that accelerate library materials depreciation.
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CONCLUSION

This study has shown that conservation and preservation techniques are perceived in the selected
Yadagir college libraries, however the techniques are not completely honed because of a few
hindrances outstandingly lacking finding. Based on these findings, the accompanying policy

options and strategies are suggested.

There should be adequate and trained manpower in the libraries for conservation and
preservation programmes and activities to succeed on the grounds that conservation and
preservation activities are particular and require information experts who understand the physical

and chemical nature of the materials in their library holdings.

Although majority of the surveyed libraries have preservation policies setting out rules for
conservation and preservation of library materials, such policies should be implemented and

reviewed into every once in a while to cater to new challenges and emerging technologies.

In is trusted that this review may give college libraries the key bearing they require to start any
conservation measures for the assurance of their possessions. Doubtlessly, it will likewise help
the libraries to comprehend the physical needs of records and to meet, or expand, nationally and
internationally agreed standard for their preservation. Knowledge generated from the study
forms a vital part in the decision-making process. It is obvious that there is almost no looked
into construct information in Belgaum in light of conservation and preservation of library
materials. In this way, recommendations given in the review are probably going to illuminate
the decision-making process and allotment of funds for better preservation activities and
programmes. Training and education of library personnel and conservation and preservation
practices in Belgaum libraries could be affected by the after-effects of the study provided the

recommendations are sought after with the necessary activities they require.
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Abstract: This paper presents CNN based model to identify fungi-affected leaf diseases of Psidium guajava. Identifying
these leaf diseases at an early stage will help the farmers take significant precautions and prevent the disease from spread to
other parts of the plant and the neighbouring plants. The dataset is collected from real environment of the farms. It has four
categories of infected leaves (3971 in number) and they are Pseudocercospora leaf spot. Rust, Insect eaten leaf, and another
category s of the healthy leal of Guava (Psidium guajava), Then, applied CNN, AlexNet and SqueezeNet architectures to
identify 3971 fungi infected leaves of Guava. SqueezeNel architecture shown 75.9% recognition accuracy as compared to
the other two architectures.

Keywords: Psidium guajava, Leaf Discases. Pseudocercospora leaf spot, Rust, Deep Learning, CNN. AlexNet,
SqueezeNet,

1. Introduction

The population in India mainly depends on agriculture, India is a country where we have a varied type of
temperature, weather and land. So growing of the fruits and vegetables is also varied at different parts of the
country. Fruits are grown in home gardens, fruit farms, or on the roadways where the seed might have soon by
wind or animals. Among many fruits grown, Guava is the fourth most popular fruit in India after Mango,
Banana and Citrus. The scientific name of Guava is Psidium guajava, which is of Latin origin. The origin of
Guava is assumed to be in Central America or Mexico. Slowly, it has been spread across the world by man and
nature, In India, it was introduced by the Portuguese in the early 17th century. Guava is the most ancient fruits
of India because of its hardy and prolific bearing nature, making it to be grown in most Indian states.
Maharashtra is the first highest Guava producer, after which Bihar and Uttar Pradesh come second and third,
respectively,

Guava is a good source of vitamin C & A, calcium, manganese and phosphorus. It is used in the production
of Jam, jellies, nectar etc. Leaves of Guava are used in curing diarrhea, tanning and dyeing. The fruit is
consumed either raw or ripped with little of salt and pepper on it. This plant serves as a host to fungi, algae and
bacteria found in the atmosphere, which affects the leaf's, stem. barks, fruit and twig of the plant. Most of these
plants are lost due to fungi,

The traditional method of identifying these leaf discases is tiresome, time-consuming and expensive as it
requires the continuous monitoring of the plant by the experts and they have to screen the plant through the
naked eye, which might sometimes be a wrong assumption of the disease. At current situation the recognition
and classification of guava leaf diseases primarily relay on the plant pathologists and work experience of the
farmers. In recent years, emergence of machine learning and deep learning techniques have aced in getting
betier results. Deep learning techniques have become a research attraction in the field of computer vision,
pattern and image recognition such SVM and CNN. Hence, we aim to propose and develop a model using deep
learning techniques to identify these fungi affected diseases at an carly stage. Identifying these leaf diseases at
an early stage will help the farmers take significant precautions and prevent the disease from spread to other
parts of the plant and the neighboring plans.

We focus on three different categories of leaf diseases, i, Pseudocercospora leaf spot, Rust, insect eaten
leal and another category is of a healthy leaf of Guava. The dataset is collected from real time enviroment[12],
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As there is too much of work done on publically available dataset. Hence we collect the dataset from a nearby
farm of Kalaburagi district of Karnataka, India.

The rest of the paper is arranged as Section 2 describes the literature survey, Section 3 preparation of
dataset, Section 4 narrates the proposed model, Section 5 describes the experimental results, comparative
analysis in Section 6 and lastly conclusions and future work are summarized in Section 7.

2, Literature Survey

Md. Rasel Howlader er af, [1] proposed a deep convolution neural network (D-CNN) based model to
identify and classify guava leat diseases on their dataset, namely BU Guava Leaf (BUGL2018). They classified
threc diseased leaves, i.e., algal leaf spot, whitefly and Rust, and another category are for the healthy leaf of
Guava. Using their proposed model they achieved recognition accuracy of 98.74% on the test set.

Ibtesam Their er al., [2] developed a Knowledge-Based System for identifying guava problems. Their main
aim was to help farmers, specialists, and students diagnose the seven different types of guava diseases. The
model was developed using CLIPS and Delphi XE10.2 languages. It does not require intensive training to be
used; it is user friendly and is easy to use.

S. Arivazhagan and S.Vineth Ligi [3] introduced a deep learning-based method that identifies the leaf
diseases of mango plant's. They have identified five different leaf diseases. The diseases studied are
Anthracnose, Alternaria leaf spots, Leaf Gall, Leaf Webber, Leaf burn of Mango. The dataset consists of 1200
images of diseased and healthy mango leaves. The proposed CNN model achieves an accuracy of 96.67% for
identifying leaf diseases,

Geetharamani G and Arun Pandian J [4] proposed a nine-layer deep CNN for identifying plant leaf
diseases. They used an open dataset of 39 different classes of plant leaves. After extensive training of the
model, they achieved an accuracy of 96.46%. They claim that the proposed model is better than the traditional
machine learning approaches.

Xiaoxiao SUN et al, [5] developed a CNN based model to recognize the seven different tea diseases of
leaves. To obtain a high accuracy rate, they tuned the model with different hyperparameters like training with
different epochs, dropout, and learning rate and obtained a good accuracy of 93.75%. They compared the
developed model with SVM and BP and obtained 89.36% and 87.69% accuracy,

Rathan Kumar Veeraballi et al., [6] proposed a CNN model for image classification of papaya leaf discases,
including papaya mosaic and papaya leaf curl. They used the pre-trained ResNet-50 model to train and classify
the leaf images. An accuracy of 85% is obtained for the trained model, which proves that it is appropriate for a
real-time environment.

Xiaofei Chao et al., [7] developed an apple tree leaf diseases (ALTD) model based on DCNN. Six different
classes of apple leaves were used for classification. They combined the Xception and DenseNet model features,
which gives the highest recognition accuracy of 98.82%. which is higher than Inception-v3, Mabile Net, VGG-
16, DenseNet-201, Xception, VGG-INCEP.

3. Preparation of Dataset

A proper dataset is required to analyze the performance of the deep learning techniques. We introduce our
dataset collected from a nearby farm of Kalaburagi district of Karnataka, India. The dataset consists of three
different categories of leaf discases i.e, Pseudocercospora leaf spot, Rust, insect eaten leaf, and another category
is of the healthy leaf of Guava, Two different smartphones and one digital camera is used to capture the images.
A total of 3971 images are used for classifying the leaves. These images are classified into four different classes,
three are for diseased class and the other is healthy leafl, which are described as below.

Pseudocercospora leaf spot: Pseudocercospora psidii fungi cause this disease. It appears as a small, roughly
shaped, or vaguely circular dark brown border on the leaves upper surface. The fungus may grow, and in the
center of lesions, gray tufts of mycelium may be visible. During wet conditions, leaves infection occurs, and it
can also be spread by the splashing of water. We collected 727 images of pseudocercospora leaf spot images
from 50 different species of guava plant, among which 510 are given for training and 217 are used for testing.

Rust: It is caused by the fungi Puccinia psidii. It affects both the leaf and fruit of the Guava plant. The leaves
may appear distorted with orange to red pustules on the leaves upper and lower surface. Circular lesions on the
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leaves with yellow halos and dark borders are also visible. We collected 864 images of rust leaf images from 50
different species of guava, among which 606 are given for training and 258 are used for testing.

Insect eaten: It is caused by insect-eating of the leaves. It may appear anywhere around the guava leaf.
Mostly it appears around the edges of leaves. We collected 324 images of rust leaf images from 50 different

species of guava, among which 225 are given for training and 99 are used for testing.

Below are sample images of diseased and he;li;t_'}l}y leaves of the guava plant shown in Figureure | to 4.

|

o gl |

althy Leaf

Y e

Figure 3. Rust

Below Table 1 shows the overview of our dataset.

Table 1. Overview of Dataset

Name Total Images Training Images
~ Healthy 2056 e
Insect eaten 324 225
- Leaf spot : 727 510
Rust 864 606
Total 3971 2780

3. Proposed Model

In traditional machine learning algorithms we extract the features manually and then send it for
classification, where as in deep learning algorithms the layers of CNN extracts the features from the data given
by making use of the kernels, Which eliminates the need for manually extracting the features from the data. This
has lead us to work on deep learning techniques. Hence, we propose a deep learning-based CNN model. It has
sequential layers, and each layer uses the previous layer as input to the model. CNN requires minimal pre-
processing and is very good at analyzing images. With its multilayered structure, CNN is good at separating the
desired features.

The CNN model's basic building blocks are the Convalution layer, Pooling layer, Activation Function, and
the Fully Connected layer. Below Figure 5 shows the architecture of the CNN model.
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Figure 5. CNN architecture.

Depending upon the CNN architecture, there may be multiple convolutions, activation and pooling layers.

The image is used as an input layer, where pre processing of raw data takes place. Any size of image can
be given for classification, the model will resize according to the models standard size which is 256x256
pixels. Prior to the beginning of convolution operation, the input layer contains images as pixel values. If the
image is gray scale then input shape will be PxP and if it is color image as in our dataset then the input
shape will be PxPxN, where N represents the dimensions i.e, R, G and B colors. These three different input
matrices, i.e. R, G and B channels for every image in the dataset, are given input to the first convolution
layer. The convolution operation is given as below in equation (1)

BBt Y 20 =X, (H

Where P; is the feature map, * is convolution operation, X, is the input channel,Z, is the kernels and B;
represents the bais value. Each inpuf image matrix is convoluted, and batch normalization is applied. Batch
normalization is done to standardize the raw inputs while feeding to the next layer. After every batch
normalization layer, Relu activation is used. This activation function alleviates the problem of over fitting,
The max-pooling operation is then applied to the output matrix whose equation (2) is given as below

By = maxiy; f @)
which is connected to the Fully Connected (FC) layer. The FC layer's residue is connected to the softmax

function. The softmax operation is given as in equation (3)
rx
O =SWe= o= (3)

Where Oy is the output vector, S js softmax function taking N dimensional vector ¥ and outputs real
values between 0 nad 1. The adam optimizer is used to optimize the algorithm. The learning rate is at
0.0001. The execution environment used is CPU. Image augmentation is used to reduce the over fitting of
the model. It is a technique where the given image is resized, rotated, tilted, and zoomed to capture the
essential features in all angles. This in turn will erase the problem of over fitting of the model. Lastly, we
train the model with 25 epochs to get accuracy. Below Figureure 6 shows the proposed CNN model.

Image Input [ Convoultion_| Baich_Normaliza Relu_Activation_
256*25673 I tion_1 1

Convoulnon_2

Batch_Normaliza
tion 2

Max_poo] 2 Convoultion_3 Batch_Normializa
[ tion_3
e
Fully Connected Class_output
[

Figure 6. Proposed CNN model

Relu_Activation_

Relu_Activation
3

5. Experimental Results

The dataset consists of 3971 images. The experiment conducted divides the dataset into a 70:30 split where
70% of the dataset we use for training and the remaining dataset, i.e. 30%, is used for testing purposes. The
difficult task in identifying and classifying guava leaves is that the leaves with different diseases are very
similar, Therefore, this similarity can lead the leaves to be mapped into the wrong classes. The CNN model
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trained through several iterations to classify 3971 images; we achieved an accuracy of 66.5%. The accuracy of
the model is calculated as,

Total mumber of images conrectly classified |

Aceuracy (%)=

Total number of images used for testing e

Class wise recognition accuracy of CNN model is given in the Table 2 below.

Table 2. Class-wise recognition accuracy of CNN

SL no. Class Name Accuracy in %
1 Leaf spot 44.6%
2 Rust 62.8%
3 Insect eaten 10.6%
4 Healthy 71.2%

The confusion matrix obtained for proposed CNN model is shown in the Table 3,

Table 3. Confusion matrix for proposed CNN model.

Leaf spot Rust Insect eaten Healthy
Leaf spot 44 66 2 108
Rust 16 202 8 41
Insect eaten 10 15 10 72
Healthy 28 43 [t} 546
Average in % 66.5%

The below graph Figure 7 shows the accuracy obtained for training and validation data using the proposed
CNN model. And the graph Figure 8 shows the loss for training and validation data using the proposed model.
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Figure 7. Accuracy for training(blue line) & validation data(black line)
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Figure 8. Loss for training(red line) and validation data(black line)

6. Comparative Analysis

There are many different pre-trained models. We have used AlexNet [8] and SqueezeNet [9] for compartive
analysis with our proposed CNN architecture, Both networks are trained on GPU's and on 1000s of image
categories. The experiment divided the dataset into 70:30 split where 70% of data is used for training and 30%
data is used for testing. The Adam optimizer is used, and the learning rate is kept at 0.0001. And the model is
trained for 25 epochs. These parameters are kept the same for all three models used. So using our dataset and
after fine-tuning the hyperparameters, we have obtained the below results shown in Table 4.

Table 4. Comparative Analysis of models

SIL No. | Architecture Accuracy Elapsed Time
1 Proposed model 66.5% 238 Mins 41 Sec
2 AlexNet 1% 152 Mins 40 Sec
3 SqueezeNel 75.9% 199 Mins 44 Sec

Class wise recognition accuracy of AlexNet and SqueezeNet model is given in the Table 5 and Table 6
respectively.

Table 5. Class-wise recognition accuracy of AlexNet

Sl no. | Class Name  Accuracy in %
] Leaf spot 44.5%
2 Rust 78.3%
3 Insect eaten 53.5%
4 | Healthy 79.4%

Table 6. Class-wise recognition accuracy of SqueezeNet

Sl no. | Class Name  Accuracy in %

1 Leaf spot 58%
2 Rust 75%
3 Insect eaten 47.2%
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4 | Healthy 86.2%

The contusion matrix obtained for AlexNet and SqueezeNet is shown in the Table 7 and Table & respectively.

Table 7. Confusion matrix for AlexNet.

Leafspot | Rust | Insect eaten Healthy

Leaf spot 110 35 7 66
Rust 43 184 4 28

Insect eaten 24 7 23 43
Healthy 70 43 9 529
Average in % 1%

Table 8. Confusion matrix for SqueezeNet.

l_ Leaf spot Rust | Insect eaten Healthy
Leaf spot 105 66 29 45
Rust 32 201 11 15
Insect eaten 12 i 50 28
Healthy 32 2] 16 548

Average in % 75.9%

Itis clearly observed from the Table 4- Table 8 that SqueezeNet performs better than our proposed model
and the AlexNet network. The time required to train the model is little more as compared to the AlexNet but
recognition accuracy is good as compared to the other two models. Hence we claim that SqueezeNet performs
better on the collected dataset of the Guava plant.

The proposed model differes from the pre-trained model in getting better results because of the pre-trained
architectures are trained on 1000’s of categories and after several iterations and hyper parameter tuning they
have got good results. Hence the pre-trained model gave good results as comapred to the proposed model.

7. Conclusions and Future Work

The paper aims to identify and classify three different leaf diseases and one category of the guava plant's
healthy leaf. A total of 3971 images are real time environment collected from 3 different sources. The proposed
deep learning-based CNN model gives an accuracy of 66.5%. For comparative analysis, we have used two
different pre-trained models. i.e., AlexNet and SqueezeNet. It is discovered from the comparative analysis that
SqueezeNet performs better as compared to the other two models.
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In the future, we try to hyper-tune the proposed model's parameters to achieve high classification accuracy
on the available dataset.
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Abstract: This paper presents a model based on Convolution Neural Network (CNN) to identify and classify the fungi those
causes disease to apple plant leaf. In this paper, apple scab, rust, black rot, and healthy leaf are studied and classified. The plant
pathology dataset (publically available) consists of 9164 images are used for experimentation. The proposed CNN model
identifies and classifies the apple leaves into these four categories. This model can successfully detect and classify diseases
with an accuracy of 88.9%.

Keywords: Convolution Neural Network (CNN), Fungi diseases, Apple plant.

1. Introduction

The primary classification of living organisms is into five groups. Monera, Protista, Fungi, Plantae and
Animalia. Among these powerful kingdoms of living organisms on earth, fungi have about 100,000 known
species on the planet. The study of fungi is called Mycology, and the current research in this field is at the
molecular level. For humans, the fungi are both beneficial and harmful. In this research, we are focusing on the
harmful fungi which cause damage to crops and plants,

It is a known fact that India is an agricultural country, where most of the population rural in specific is
dependent on agriculture for their living, thereby significantly contributing to the Indian economy. Plant diseases
being the most significant reasons that lead to the destruction of plants and crops, require attention and care at
many stages. Among most plant diseases, the primary cause can be attributed to the virus, bacteria, soil bacteria,
airborne fungi, fungi, etc. Of these, fungi are accountable for many diseases in plants. Plant diseases affect the
development of harvest yield of the plants and have social, biological and prudent effects on horticulture. The
foods are grown on the ground, half lost due to fungi, as noticed in several studies. To monitor and make sure
about hygiene and foodstuff, we need to keep a constant eye on the growth of fungus and its spore's essence in the
current habitat. Utilization of scientific techniques becomes imperative as a part of the complex process (ie.,
recognizing visible symptoms and signs): natural judgment comes in handy in the process.

The manual method of inspection carried out by tarmer, and agriculture experts require examining crops
visually. This evaluation process is tedious, time-consuming and very subjective. Most of the methods used in
identification are traditional or manual method. These require expensive equipment, expert labour and huge
processing time. Hence, obtaining accurate, unbiased and spontaneous results has inspired us to propose a generic
algorithm for automated, cost-effective systems for identitying and classifying the fungi.

This paper aims to identify and classify three types of fungi affected apple leaf diseases, which includes apple
scab due to Venturia inaequalis, apple rust due to Gymnosporangium juniper-Virginiana, apple black rot due to
botryosphaeria obtuse and a healthy leaf of apple. The proposed method uses a deep learning-based CNN model
to identify and classify these different apple leaves.

The arrangement of the paper is as follows: Section 1l describes the literature survey. Section II1 narrates the
dataset's preparation, and in Section [V, we describe the proposed CNN model used to identify and classify apple
leaf diseases, Section V gives the experimental results and conclusions are summarized in Section VI

2 Literature Survey

Yusuke Kawasaki et al,, [1] proposed a leaf-based disease identification system based on convolution neural
networks (CNN). The CNN model is trained on 800 cucumber leaf images, giving good results in classifying
cucumbers leaf into two disease classes and a non-diseased one. Dheeb Al Bashish er al., [2] developed a software
solution on image processing for automatic detection and classification of leaf diseases. The collected dataset is
from Al-Ghor area in Jordan. They have tested five diseases: early scorch, cottony mould, ashen mould, late
scorch, and tiny whiteness. Classification carried out using a neural network based on the backpropagation
algorithm and achieved a precision of around 93%. Sa’ed Abed et al,, [3] focused on identifying two types of
fungi affected bean diseases: bacterial brown spot and powdery mildew. The dataset included 40 testing images,
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which correctly classified with an accuracy of 100%. Muhammad Waseem Tahir et.al., [4] proposed a CNN
model for detecting different fungi types. Forty thousand eight hundred labelled images of 6 classes used to
develop the fungus dataset and obtained an accuracy of 94.8%. Pujari JD er al., [5] developed an automated
system to detect fungi on crops like sugarcane, chilli and cotton. A total of 2616 samples used for classification;
Cotton Alternaria leaf spot gave an accuracy of 94% and the sugarcane leaf redroot gave the lowest of 72%.
Kuldeep S er al., [6] proposed work on rust disease of pea plants to identify and classify them at the microscopic
level. Five hundred images for testing; among these, correctly classified are 448, Halil Durmu et al., [7] compared
the accuracy of two pre-trained networks, i.e. AlexNet and SqueezeNet, from the dataset collected from plant
Village. They concluded that SqueezeNet architecture gave good accuracy compared to AlexNet architecture. H.
Park er al., [8] developed a mechanism to diagnose and predict disease of strawberry leaf, fiuit, or stem image
taken by a smart phone. 1000 images were used for the model training and obtained an excellent accuracy of
89.7%. Meilani Wulandari et al., [9] proposed work to identify the most poisonous fungi, Basidiomycota, which is
the most common cause of death in humans from mushroom poisoning. 1020 images were used for training and
were able to detect fungus found to be 89.71%. H. Al-Hairy et al., [10] proposed an automatic detection and
classification of five different diseases of plants. The experiment was conducted on 33 samples and has got an
accurate detection of leaf diseases.

3 Preparation of Dataset

We are working on fungi affected apple leaf diseases. The most commonly caused leaf diseases of fungi are
apple scab caused by Venturia inequality, apple rust caused by Gymnosporangium juniper-Virginiana, apple black
rot caused by botryosphaeria obtuse and a healthy leaf of apple. Four different classes are involved in the study, as
described below.

Apple Scab: Apple scab caused by the fungus Venturia inequalis. It typically shows up in mid-spring and
often familiar through rainy weather. In the spring, during wet weather, the spores are moved away by the wind on
the newly emerging leaves, which are vulnerable.

Apple scab initially appears as olive-coloured lesions on the backside of the leaves. As the fungus grows, the
leaves' top sides produce similar olive- coloured lesions, and this well turns and becomes black with noted edges.

Apple Rust: Gymnosporangium juniper-Virginiana causes Apple rust. The exciting part of this disease is that
it initially holds off a new plant already infected, such as cedar, to grow further. The hyphae grow into large galls.
It shows yellow or orange spots on the leaves and distorted or spotted fruit..

Apple Black Rot: The black rot and frog eye leaf spot are the same disease at different disease cycles. The
condition is caused by botryosphaeria obtuse. The leaves are covered with holes or have small brown spots on
them. In due course, it may spread to different parts of the tree, eventually killing the tree and destroying it.

Below are instance images of diseased leaves and a healthy leaf shown in Figure 1 to 4.

Fig (1): Apple Scab
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Fig (2):Apple Black rot

Fig (4): Apple Healthy

The experimental study carried out with a publically available Plant Pathology dataset. The dataset consists of
9164 images, and they are categorized into apple scab, black rot, rust and healthy leaf,

4. Proposed Model

The proposed CNN model has sequential layers, and each layer uses the previous layer as input to the model.
CNN requires minimal pre-processing and is very good at analyzing images. With its multilayered structure, CNN
is good at separating the desired features.

The CNN model's basic building blocks are the Convolution layer, Pooling layer, Activation Function, and the
Fully Connected layer. Below figure S shows the general architecture of the CNN model,
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Fig 5: A general CNN architecture,

Convolution layer: The primary function of this layer is to convolve a filter (for example, 3x3 or 5x5) on the
original image, i.e., the dot product of kernel (filter) and the image matrix. The obtained result summed up into a
final matrix representing all the pixels obtained after the dot product. Below fig 6 shows the convolution
operation.
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Fig 6: Convolution operation of an image with 3x3 kernel.

Activation layer: The matrix obtained at the convolution layer is small compared to the original image, and
the obtained matrix run through an activation function. Some of the activation functions used in CNN are sigmoid,
tanh and relu. In this model, we are using relu, and each neuron in our network activates this function. Relu
function works when values more than zero are not changed, and values smaller than zero mapped to zero; as
given by equation (1).

fG)=0, £x=0.
() x M

x, otherwise.

Pooling layer: The pooling function further reduces the matrix obtained from the previous layer. Here we
concentrate on the essential features, which are dominant features of the image. From the matrix, we group each
number which is generally the maximum (called Max pooling), which will lead the network to train it faster. Fig 7
shows the max pooling operation.
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Fig 7: Max Pooling with 2x2 filter.

Fully connected layer: This layer's input is usually in a one-dimensional vector, representing the previous
layer's output. This layer's output is the probabilities for different possible labels attached to the image (example:
Apple scab, rot, cedar, healthy). The title that has the maximum likelihood is the classification result. Depending
upon the CNN architecture, there may be multiple convolutions, activation and pooling layers. The three
different input matrices, i.e. R, G and B channels for every image in the dataset, are given input to the first
convolution layer. Each input image matrix is convoluted, and batch normalization is applied.  Batch
normalization is done to standardize the raw inputs while feeding to the next layer. After every baich
normalization layer, Relu activation is used. The max pooling operation is then applied to the output matrix,
which is connected to the Fully Connected (FC) layer. The FC layer's residue is connected to the softmax
function, which outputs the value between 0 and 1. The adam optimizer is used to optimize the algorithm. The
learning rate is at 0.001. Lastly, we train the model with 25 epochs to get accuracy. The below table 1 shows the
architecture of our CNN model.

Table 1: CNN architecture of our model.

Name Type Activations
Image Input Input 256*256%3
Conv_1 Convolution 256%256*8
Batch Norm _1 Batch Normalization 256%256%8
Relu 1 RelU 256*256*8
Max_pool | Max Pooling 128*128*8
Conv 2 Convolution 128*128*16
Batch_Norm_2 Batch Normalization 128%128*16
Relu 2 RelU 128*%128*16
Max_pool 2 Max Pooling 64*64*16
Conv 3 Convolution 64*64*32
Batch_Norm_3 Batch Normalization 64%64*32
Relu 3 RelU 64*64*32
Max_pool 3 Max Pooling 32*32%32
Conv 4 Convolution 32%32%64
Batch_Norm_4 Batch Normalization 32%32%64
Relu 4 RelU 32%32%64
Max_ pool 4 Max Pooling 16*¥16%64
Conv 5 Convolution 16*16*128
Batch_Norm 5 Batch Normalization 16*16*%128
Relu 5 RelU 16%16*128
Max_pool 5 Max Pooling B*8*128
Conv 6 Convolution 8*8%256
Batch Norm 6 Batch Normalization 8*8*256
Relu 6 RelU 8*8*256
Max_pool 6 Max Pooling 4*4%256
Conv 7 Convolution 4*4*256
Batch_Norm_7 Batch Normalization 4*%4*256
Relu 6 RelU 4%4*256
FC Fully Connected 1#1%4
softmax Softmax 1%]%4
Class_output Classification Qutput --
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5. Experimental Results

The dataset consists of 9164 images. The experiment conducted divides the dataset into a 60:40 split where
60% of the dataset we use for training and the remaining dataset, i.e. 40%, is used for testing purposes, The
difficult task in identifying and classifying apple leaves is that the leaves with different diseases are very similar.
Therefore, this similarity can lead the leaves to be mapped into the wrong classes. The CNN model trained
through several iterations to classify 9164 images; we achieved an accuracy of 88.9%. The accuracy of the model
is calculated as,

- Total mumber of mages comectly classfhed |

Aceuracy (%) : .
Total number of images used for testing

100

Class wise recognition accuracy is given in the table 2 below

Table 2: Class-wise recognition accuracy

Sl no. | Class Name Accuracy in %

1 Apple Scab 86.6%

2 Apple Rot 86.8%

3 Apple Rust 47.6%

4 | Apple Healthy | 95.7%

The confusion matrix for the classified four categories is shown in the table 3 below.

Table 3: Confusion Matrix

Apple Rot | Apple Rust | Apple Scab | Apple Healthy
Apple Rot 931 65 37 39
Apple Rust 118 156 8 46
Apple Scab 25 4 1171 152
Apple Healthy | 13 15 90 2628

Average in % | 88.9%

The below graph fig 8 shows the accuracy obtained tor training and validation data.
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Conclusion

The proposed CNN model outperforms in the classification of fungi and yields 88.9% accuracy. The literature
shows that the study of fungi classification using the Plant Pathology dataset is the first. In future, we aim to tune
the network model with different architecture to achieve high classification accuracy.
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Abstract - The advanced development in information and
technology created a growing interest in optical music
recognition for easy storage, access, and retrieval in digital
Jorm. By using OMR, we can transcribe music sheets into a
machine-readable format. This facilitates the users to play,
edit or compose the music. The handwritten music symbol
recognition becomes more difficult as compared to print due
to various issues such as a change in shape, distortion, elc.
In this paper, the performance of deep learning-based
method or old handwritten music symbol recognition was
investigated by applving the MobileNetV2 architecture. In
this stud, two approaches are presented. The first approach
deals with the pure deep learning method, and in the second
approach, the softmax layer is replaced with the traditional
classifiers, namelv-nearest neighbor classifier, support
vector machine, and random forest classifier. Encouraging
results were achieved on a publically available data set of
old handwritten music symbols.

Keywords — Convolutional Neural Networks, Handwritten
Music Symbol Recognition, Deep Learning, Support Vector
Machine, K-Nearest Neighbour Classifier, Random [Forest
Classifier.

I. INTRODUCTION

Automatic decument image processing facilitates the
understanding of the document content in layout, text.
graphics, and other components. [n the context of graphical
symbols, music symbol and their transcription to the midi
format are growing areas of interest since the last few
decades. A lot of work has been reported in the past focusing
on offline and online recognition of music. Recognition of
printed music symbols and online symbols got enough
success, and some commercial products have also come into
the market.

Whereas handwritten music symbols recognition still
has room for research due to various complexities such as
variations in shape, writing styles, noise, and degradation
caused by aging for high accuracy recognition. Recently the

focus of research is shifted from traditional methods to deep
learning-based trends.

In this study, the performance of the deep learning-
based method for old handwritten music symbol recognition
was investigated. Convolutional Neural Networks were
applied in this approach while utilizing the simple and
lightweight mobileNetV2 architecture. The experiments are
carried out to show the efficacy of combining CNN and
traditional classifiers such as SVM, Random Forest, and
KNN.

The remainder of the paper is presented as: In the first
section, we have introduced the problem. Related work was
discussed in section 2. The proposed method is discussed in
Section 3. Section 4 is dedicated to Experiments and Results.
Finally, concluded in section 5.

= Softmax/

Input Music | CHNN :
symbol > MobileNetvz ~— i‘ﬁ"ﬁ
Identified

Class label

Figure 1.Schematic presentation of the proposed method

I1. RELATED WORK
In [1] music symbol recognition method is presented for
printed music sheet recognition; basic morphological
operations were used to locate the symbol. Template
matching was performed to identify similar symbols based
on correlation.  Graph-based method [2] called line
adjacency graph (LAG) model is presented in for recognition
of handwritten music symbols Dynamic Time Warping based
method presented in [3] for handwritten music symbol
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Saviert Appuro Nawade et al

recognition.  Authors in [4] developed a method for
handwritten music recognition; they used input image pixels
as input to CNN for feature extraction, whereas for
classification, they have applied BLSTM. In [5], use neural
networks, support vector machine, KNN, and Hidden
Markov Models for the recognition of music scores. Graph
notations-based method is presented in [6] for recognition of
music sheets with grammar and language rules.

The CNN-based approach is presented in [7] for the
recognition of handwritten music symbols. VGG architecture
was used as a feature extractor, and later traditional
classifiers such KNN, Random Forest, and SVM are also
evaluated. [8] The authors presented an approach for
isolated handwritten music symbol recognition based on
hybrid features extracted using discrete wavelet transform,
Radon Transform, and Statistical Filters with KNN
classifiers. [9] The authors developed an algorithm based on
a combination of Radon and Discrete Wavelet Transform-
based features and a KNN classifier with a tenfold cross-
validation technique for recognition of isolated handwritten
music symbols, The optical Music Object Recognition
technique is given in [10] based on the deep learning method.
The model takes an image of the music sheet as input and
provides the symbol and notes categories. In [19], authors
presented a method based on texture analysis named daisy
descriptors, but because of its high dimension space, they
have applied the feature selection method and achieved
encouraging results. More details about music symbol
recognition can be found in [21][22].

From the above paragraph, it can be seen that optical music
symbol recognition is carried out on various modalities such
as online, printed, and handwritten with various tools and
techniques. In this paper, the lightweight deep learning-based
technique for old handwritten music symbol recognition is
presented and compared with previously published research.

11, PROPOSED METHOD

Old handwritten music symbol recognition is a challenging
problem due to various issues in the shape and quality of the
symbols due to aging. For effective recognition of these
symbols, a method based on Convolutional Neural Network
(CNN) is presented. The method utilizes MobileNetV2
architecture; with this, exhaustive experiments were
performed to test its efficacy. For better understanding, the
schematic diagram of the proposed approach is given in
figure I. The summary of our method is given below:

Step 1. Read the input of isolated music symbols with the
size of 124x124x3

Step 2. Train the Convolutional Neural Network using
MobileNetv2 architecture by using the principle of transfer
learning.

Step 3. Replace the softmax layer with KNN, SVM, and RF
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and train with deep features.
Step 4. Compute
Step 5. Choose the optimal model and end the process.

A. MobileNet: MobileNet was introduced in[15,16] based on
depthwise separable convolutions. In MobileNet single filter
is applied to each input channel, later point-wise
convolutions combine the outputs depth-wise by applying
Ix1 convolutions. The architecture applies separately the
both filtering a combining layer. The basic mobile net
applies depth-wise convolutions with the size of 3x3.
MobileNet takes input and projects it into a higher dimension
into a tensor with a low dimension. The MobileNetV2
comprises the 2D convolution layers, bottleneck layers, 1D
convolution layers, Relu6, average pooling layer to form a
network architecture. Setting of hyperparameters is given as
follows: batch size = 32, img_height = 128,img_width =
128,seed = 123, epochs = 200. The details about architecture
are given in Table 1 and Fig. 1.

Table 1 : MobileNetV2 architecture[16]

ir Input Operator t ¢ n | s
| 224x224x3 | 2D Convolution | - | 32 |1 |2
| 112x112%32 Bottleneck 1 w | 1|12
112x112x16 Bottleneck 6 24 2 3
56x56x24 Bottleneck 6 32 32
28x28x32 Bottleneck 6 64 4 | 2
14x14x64 Bottleneck 6 96 3 [ 2
14x14x96 Bottleneck 6 160 3 1
7x7x160 Bottleneck 6 320 I 2
2D Convolution
7x7x320 (1x1) - 11280 (1 |1
Average Pooling
7x7x1280 (7x7) - - 1 |1
2D Convolution
1x1x1280 (1x1) - k - | -

B. k- Nearest Neighbor Algorithm: KNN classifier is the
most commonly used classification technique in pattern
recognition problems due to its simplicity [14]. It is a
supervised algorithm works on principle of majority voting
and nearest neighbor search. Being a non-parametric
technique, this algorithm does not make any assumption
about the underlying data. First it stores the training data
provided with labels of categories and when given unknown
data point, it is going to be classified in to the category which
is most similar to the new data.
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Flgure 2. Convolution blocks for MobileNetV2

The similarity will be computed using suitable distance
measure such Euclidean distance. In this case, there are
seven categories represented by various old handwritten
music symbols and used value of K=1,

Let M and N be the training and testing samples respectively
denoting the feature vectors of music symbols. The
Euclidean distance between M and N is defined on ifs
components Mi& Ni is given below:

d(M,N) = Y2, (M; - N)?

3.3 Support Vector Machine (SVM): SVM is one of the
most popular supervised learning algorithms used in machine
learning for classification problem. Fundamentally, this
algorithm belongs to family of supervised learning
algorithms and developed by Vapnik [17] based on statistical
learning theory. SVM tries classifying the data by
transforming it to hyperplane which provides the maximum
margin for class separation.

For the given n feature vectors denoted as xi, a hyperplane :

gX) = WX =D i Eq. [2]
separates each feature vector into two  class:
ViwTxi—=b) = Lo Eq.[3]

In this work, a
investigate the

for maximizing the margin of hyperplane.
simple linear SVM is employed, to
separability of the deep features.

C. Random Forest Classifier: Random Forest (RF) is meta
learning algorithm [12] used for classification as well as
regression task. It is also called a meta estimator which fits a
number of decision tree classifiers on subsamples, later it
uses the averaging criteria for good accuracy and to avoid the
over fitting. Random forest is composed of number decision
trees and the procedure of decision trees can be realized from
steps given below [11]:
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Stepl. Let n be the training samples from dataset and
number of features in feature vector will be denoted by Xi .
Step2. To build the training set each time for the tree n time
replacement is made from all n samples.

Step3. The features will be fi <<xi for the decision at node of
tree and each tree built in such way that it will be at its
largest extent.

Stepd. Each tree provides a result for particular class the
classifier chooses average result for majority for the
classification,

Step5. The label will be assigned based on the voting given
by all trees.

IV. EXPERIMENTS AND RESULTS

A. Dataset: To evaluate our approach based on convolutional
neural networks, publicly available Alicia Fornes dataset of
old handwritten music symbols from [18] was used. This
dataset comprises total 4098 music symbols out of which
2128 are clefs and 1970 are accidentals. These symbols are
classified into seven classes namely Accidental double
sharp(AS), Accidental flat(AF), Accidental Natural(AN),
Accidental sharp(AS), Clef alto(CA), Clef bass(CB) and clef
Treble(CT). Some samples from dataset are shown below:

ACCIDENTAL MNatur ACCIDENTAL_Sh, arp

i il

CLEF_ TretL e

BCCIDE Mm DoubSharp  ACCIDENTAL_Flat

X1/

CLEF_Hass

Figure 3. Some samples of music symbol from database

B. Evaluation Protocol: Aim of presented work is to
evaluate the performance of CNN based deep features for
recognition of old handwritten music symbols. To do this,
the dataset is divided into two parts namely training and
testing set with size of 3684 and 410 respectively. Further ,
precision (P), recall(R), F1 score and Accuracy were
computed as quantitative measures to evaluate the
performance of our method and the same are defined below:

TP
" TP +FP

LR

R= TP £ FN

24 (R+P)

R+ P
TP +TN
Accuracy =T TN +
EP=+ EN,

F1 — Score =
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Where TP: True Positive, TN: True Negative, FP:
False Positive, FN: False Negative.

C. Results and Discussion: This work aimed to develop
efficient algorithm to recognize old handwritten music
symbols, to validate the performance of presented method
sires of experiments with light weight CNN Model such
MobileNetV2 were performed. Initially, pre-trained model
with existing weights and setting, only last dense layer was
modified as per the number of classes under consideration.
Secondly, the model was trained from scratch with our
dataset while keeping mobilenetv2 architecture as it is, and
finally, softmax was replaced with traditional classifiers
namely SVM, KNN and RF. Accuracy vs. loss graphically
explained for the training and testing procedure in Figure2
and Figure3 for deeper understanding.

In table 2. the results are shown for recognition of old
handwritten music symbols with transfer learning and
training from scratch using mobileNetV2, from table 1 it can
be noted that for all classes precision, recall and F1-measure
are more than 97% which shows the significance of
presented method. Whereas when model is trained from
scratch gives enhanced results as compared to transfer
learning.

From table 3 the performance of support vector machine for
old handwritten music symbol recognition can be explored.
Further experiments are also carried out in both scenarios
such as transfer learning and training from scratch. SVM has
given encouraging results with precision, recall and f-
measure more than 96%. SVM performed slightly well when
applied to the features extracted by training the CNN from
scratch as compared to pre-trained CNN. Performance of
KNN classifier was observed with deep features for
handwritten music symbol recognition and presented in table
4. The value of K=1 and distance measure as Euclidean
distance during the experiments. The same way as SVM
classifier KNN have performed well, again model trained
from scratch given high accuracy compared to pre-trained
CNN.

Overall precision, recall and f-measure is noted as near to
100% with KNN. Later, the random forest classifier was
evaluated with deep features for old handwritten music
symbol recognition and noted superior performance as
compared to KNN and SVM; the results are shown in table
4. Random Forest also performed smart when applied to
CNN trained from scratch, Precision, recall and fl1-measure
for old handwritten music symbol recognition using Random
Forest are noted more than 98% for both the scenarios.

Overall recognition accuracy using MobileNetv2 and deep
features with SVM, KNN and, Random forest for both
scenarios such as transfer learning and training from scratch
is given in Table 5. When transfer learning was applied,
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Table 2. Old Handwritten Music Symbol Recognition
Results using MobileNetV2 CNN based on Transfer
Learning and Training from scratch

Class CNN CNN
(Transfer Learning) | (Trained from scratch)
PR RE F1 PR RE F1
AD 1.00 1.00 | 1.00 | 1.00 | 1.00 1.00
AF 0.95 1.00 | 0.98 | 1.00 | 1.00 1.00
AN 1.00 0.95 | 0.97 | 1.00 | 0.98 0.99
AS 1.00 1.00 | 1.00 | 1.00 [ 1.00 1.00
CA 0.97 0.98 | 098 | 1.00 | 1.00 1.00
CB 1.00 1.00 | 1.00 | 1.00 | 1.00 1.00
CT 0.98 0.98 | 0.98 | 0.99 | 1.00 0.99
P Tram Accuracy vs Val Accuracy
II
oss | |
096
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o II\-- -
3 % ) S 150 12 150 s 0
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Figure 4. Plots of Accuracy & Loss on train and test set
when MobileNetv2 applied for transfer learning.

CNN has given the accuracy of 98.53 %, CNN+SVM given
the accuracy of 98.78%, CNN+KNN and CNN+SVM has
given the accuracy of 98.78%, whereas CNN+RF performed
superiorly. When the model trained from starch CNN has
given the accuracy of 99.75% which highest accuracy as
compared to all. SVM, KNN and, RF have given the
accuracies 99.02%, 99.26% and, 99.51% respectively.
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Table 3. Old Handwritten Music Symbol Recognition
Results using MobileNetV2+SVM based on Transfer

Learning and Training from scratch

Class CNN+SVM CNN +S5VM

( Transfer Learning) | (trained from scratch)

PR RE Fl PR RE F1

AD 1.00 | 1.00 | 1.00 | 1,00 | 1.00 1.00
AF 098 | 1.00 | 099 |095 | 1.00 0.98
AN 1.00 0.96 0.98 0.98 0.98 0.98
AS 1.00 | 1.00 | 1.00 | 1.00 | 1.00 1.00
CA 0.97 0.98 0.98 0.98 1.00 0.99
CB 1.00 L00 1.00 1.00 1.00 1.00
CT 0.98 0.98 0.98 1.00 0.96 0.98

Table 3. Old Handwritten Music Symbol Recognition
Results using MobileNetV2+ KNN based on Transfer
Learning and Training from scratch

Class CNN+KNN CNN + KNN
( Transfer Learning) | (trained from scratch)
PR RE F1 PR RE F1
AD 1.00 1.00 1.00 | 1.00 1.00 1.00
AF 0.98 1.00 0.99 | 0.98 | 1.00 0.99
AN 1.00 | 0.96 0.98 | 1.00 | 0.98 0.99
AS 1.00 1.00 1.00 | 1.00 1.00 1.00
CA 097 | 0.98 0.98 | 0.98 1.00 0.99
CB 1.00 1.00 1.00 | 1.00 1.00 1.00
CT 098 | 0.98 0.98 | 0.99 | 0.98 0.98

Table 4. Old Handwritten Music Symbol Recognition
Results using MobileNetV2+ Random Forest classifier
based on Transfer Learning and Training from scratch,

Class CNN+KNN CNN + KNN

( Transfer Learning) | (trained from scratch)

PR RE F1 PR RE Fl
AD 1.00 1.00 1.00 | 1.00 1.00 1.00
AF 0.98 1.00 0.99 | 1.00 1.00 1.00
AN 1.00 0.96 0.98 | 1.00 | 0.98 0.99
AS 1.00 1.00 1.00 | 1.00 1.00 1.00
CA 0.98 0.98 0.98 | 0.98 1.00 0.99
CB 1.00 1.00 1.00 | 1.00 1.00 1.00
CT 0.98 0.99 0.98 | 0.99 | 0.99 0.99

Table 5. Overall recognition accuracy in % of Old

handwritten music symbols given by our method

Classifier Transfer Trained from
Learning scratch
CNN(MobileNetV2) 98.53 99.75
CNN+SVM 98.78 99.02
CNN+KNN 98.78 99.26
CNN+RF 99.02 99.51

(5]
L]
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Figure 6: Graph showing comparison- of various
classification methods and CNN training scenarios for
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Figure 3: Plots of Accuracy & Loss on train and test set
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Figure 7. The line graph showing difference between the
accuracies for handwritten music symbol recognition
using transfer learning and training from scratch.

From the figure 4, one can observe that all classifiers have
performed well with slight increase in accuracy for music
symbol recognition. From figure 5 it can be noted that the
CNN  with mobilenetv2 architecture performed well as
compared to the pre-trained model. Hence, from these
experimental results, it can be learned that training from
scratch though time-consuming but provides good results,
and replacement of softmax layer with a traditional classifier
such as Random Forest can enhance the results slightly.

Comparison of proposed method with previously published
results in table 6 on the same dataset. In[3] authors presented
projection profile-based features with dynamic time warping
they achieved 95.81% of accuracy whereas our method has
given 4% enhance results, Chain code histograms [20] given
the accuracy of 98.05% whereas they suffer from noise and
dependent on direction for computation. In[19] authors got
99.48 % of accuracy but it requires feature selection as an
extra step due to high dimensionality of daisy descriptors.
Out method given highest accuracy i.e.99.56% with CNN
(mobileNetv2)+ Random Forest. In addition to this, our
method does not require any sophisticated preprocessing or
feature selection. It can be easily extended to printed as well
as handwritten symbols with little modification such as
hyperparameter tuning during the training procedure,

Table 6. Comparison with previous work

Authors Method Accuracy
Fornés, A et al. | Projection 95.81%
[3] Profile with
Dynamic  Time
Warping
Sukapla Chanda | Chain code | 98.05%
et al.[20] Histogram with
Modified
Quadratic
Classifier
Malkar S et al. | Daisy 99.49%

IJETT, 69(7), 208-214, 2021

[19] Descriptors with
Grey Wolf
Optimization
Proposed MobileNetV2 99.56%
Method with Random
Forest

V. CONCLUSION

In this paper, the performance of MobileNetv2 for
recognition of old handwritten music symbols was
investigated. The in depth study of pre-trained as well as
training from scratch was observed and noted that training
from scratch gives the higher accuracy as compared to pre-
train model. In addition to this, it is also observed that the
performance of deep features with traditional classifiers for
handwritten music symbol recognition was superior and
understood that, performance of recognition is enhanced
when Random forest is considered instead of softmax. Our
method has outperformed as compared to existing methods
on the same dataset and given accuracy of 99.58% .

In future, comparative study will be perfoemed with the
various CNN models[23,24] for recognition of handwritten
music symbols.

ACKNOWLEDGMENT
Authors thank to management of KRE Society for extending
their support an dproviding necessary infrastructure to
carryout this researchwork.

REFERENCES

[1]  Ooi, Joyce Boon Ee, and Alan WC Tan,, Music symbol recognition.,
{2001), 1-4.

[2]  Wa, LS, Kim, S.H. Music symbel recognition by a LAG-based
combination model. Multimedia Tools Applications 76(2017), 25563~
25579,

[3]  A. Fornés, I. Lladoés, G. Sanchez., Old Handwritten Musical Symbol
Classification by a Dynamic Time Warping Based Method, in
Graphics Recognition: Recent Advances and New Opportunities,
Lecture Notes in Computer Science, (Eds. Liu, W, and Lladés, J. and
Ogier, J.M.) 5046(2008), 51-60, Springer-Verlag Berlin, Heidelberg.

[4]  Bard, Arnau, Pau Riba, Jorge Calvo-Zaragoza, and Alicia Fornés,,
From optical music recognition to handwritten music recognition: A
baseline." Pattern Recognition Letters 123(2019), 1-8.

[51 A, Rebelo , G. Capela , 1.S. Cardoso ,Optical recognition of music
symbols: a com- parative study, International Journal of Document
Analysis and Recognition. 13(1) (2010), 19-31

[6]  Pacha, Alexander, Jorge Calvo-Zaragoza, and Jan Hajic Ir., Learning
Notation Graph Construction for Full-Pipeline Optical Music
Recognition, In ISMIR, (2019) 75-82.

[71  Calvo-Zaragoza, Jorge, Antonio-Javier Gallego, and Antonio Pertusa.,
Recognition of handwritten music symbols with convolutional neural
codes,, In 2017 14th IAPR International Conference on Document
Analysis and Recognition (ICDAR), 1(2017),691-696. IEEE.

[8]  Nawade, Savitri Apparao, Mallikarjun Hangarge, Chitra Dhawale,
Manmun Bin Ibne Reaz, Rajmohan Pardeshi, and Norhana Arsad., Old
handwritten music symbol recognition using directional multi-
resolution spatial features, In 2018 International Conference on Smart
Computing and Electronic Enterprise (ICSCEE), (2018),1-4. IEEE.

[9]  Nawade, S.A., Rumma, S., Pardeshi, R. and Hangarge, M., Old
Handwritten Music Symbol Recognition Using Radon and Discrete



[10]

(1]

[16]

(17

o,

Savitri A pparo Noweade et i

Wavelet Transform. In Advances in Artificial Intelligence and Data
Engineering (2021),1165-1171. Springer, Singapore.

Huang, Zhiqing, Xiang Jia, and Yifan Guo., State-of-the-art model
for music object recognition with deep learning., Applied Sciences
9(13)(2019), 2645.

Rashad, Marwa, and Noura A. Semary., lsolated printed Arabic
character recognition using KNN and random forest tree classifiers., In
International  Conference on  Advanced Machine Learning
Technologies and Applications, (2014),11-17, Springer, Cham,
Briman, L.; Random Forests. Machine Learning 45(1)(2001), 5-32.
Saunders, Craig, Mark O. Stitson, Jason ~ Weston, Leon Bottou, and
A, Smola,, Support vector machine-reference manual,, (1998).

Liao, Yihua, and V. Rao Vemuri., Use of k-nearest neighbor classifier
for intrusion detection., Computers & security 21(5) (2002), 439448,
MaobileNets: Efficient Convolutional Neural Networks for Mobile
Vision Applications, Howard AG, Zhu M, Chen B, Kalenichenko D,
Wang W, Wevand T, Andreetto M, Adam H, arXiv:1704.04861,
(2017).

MobileNetV2: Inverted Residuals and Linear Bottlenecks, Sandler M,
Howard A, Zhu M, Zhmoginov A, Chen LC. arXiv preprint
arXiv:1801,04381, (2018).

Vapnik, Vladimir N., An overview of statistical learning theory. IEEE
transactions on neural networks 10(5)(1999) 988-999.

L7 UETT,

[20]

[21]

[22]

[23]

24]

69(7), 208-214, 2021

Isolated Old Handwritten Music Symbol
Dataset,http://www.cve.uab.es/people/afornes/datasets/datasets. html
Malakar, 8., Ghosh, M.. Chaterjee, A. et al. Offline music symbol
recognition using Daisy feature and quantum Grey wolf optimization
based feature selection. Multimedia Tools
Applications 79(2020),3201 1-32036.

8. Chanda, D. Das, U. Pal and F. Kimura., Offline Hand-Written
Musical Symbol Recognition, 2014 [4th International Conference on
Frontiers in Handwriting Recognition, (2014), 405-410.

Jorge Calvo-Zaragoza, Jan Haji¢ Jr., and Alexander Pacha, 2020.
Understanding Optical Music Recognition. ACM Comput. Surv. 53, 4,

Article 77 (September 2020), 3B pages.
DOI:https://doi.org/10.1145/3397499
Novotny, J. and J. Pokomny., Intreduction to Optical Music

Recognition: Overview and Practical Challenges, DATESO (2015),
S.Sunitha, Dr.S.S. Sujatha,, Combined Feature Leamning And CNN
For Polyp Detection In Wireless Capsule Endoscopy Images"
International Journal of Engineering Trends and Technology
69.6(2021):206-215.

Sunil Pandey, Naresh Kumar Nagwani, Shrish Verma., Analysis and
Design of High Performance Deep Learning Algorithm: Convelutional
Neural Networks, International Journal of Engineering Trends and
Technology 69.6(2021):216-224.




Universal Research Analysis Impact Factor: 3.0598
ISSN: 2229-4406 Vol: 12 Issue: 1 Jan 2021 — Jun 2021

FOTRS ag}é FERATD

3. mﬁmﬁ ﬁwgeéﬁ
mmﬁﬁ(pdo 65453 I-"@Znéﬁ Q7o
TROFEIT B aaaaqs aSar:g mr@wﬁ mmaméood:, eesd

FTOFLIBE S0eLIBOR BRI =BT Pess RG ‘T’ B ABROT BIX. IO
NOTT ITeed T3 20T PO 2edT 26 0303 QO RACDIY
HIVTTY BITS SRR deg ARIVT. RNZ % o,%n.%od) éeﬁmaﬁ PITT TSI Y
RpIALY) Foraddess.  ITOFWBT T 3 mﬁdm sored a’s’é% TRF T TNTST o&,:ha
YOBTT ‘200N’ B3 293,

30 doa*) n&d 2eso BY SAHLRTOOT SOFT N8 Lo IBOIPTT, :b"‘.:om@
ne a8e,0m 'ﬁ’d bemn 303 NO%‘B. X, Tonw NPITS ISRY B 2T, wwaczb
asﬁmaddodd Q0D sman BeDS ODF0I, FUINTTETTT: 33 zﬁea‘ua’@ SN

RO OF BYTs 33 fga,\.oa’mmaah TR-TR, DBD ﬁ)w\?ﬁ; BPIWA AP
waﬂdaa ﬁémf ROF doaﬂ~, VB003 S8 o WBW WTRRT IBDI FeanTe
waﬁmadda Q0T FUOIZT DO 2T BB a}oeé IREon e..o:;oa::rﬁ 3
Ao Tolect 38 TOoDTDH ST, TrTT.  LOBES, 830 ziraeﬂ QpoWD, ToTHRD.
B rucsdo WICHR, e:x.raéed RRoEOND, T0E, WTWT* HpewEsT, Yoz,
0B IS, wémddo D) Ened REFHTT.

WTRRE ¢ 2ePT INST e TR j)%d) d*’o&@ ERTRLNIFTODZDH
m~mnmd LOBLOB J2) TRTEFHH a,:os-*ar\cim e_-;hcs LemRNoR: wTenQE <o
BID 00T. z,oﬁdcmod BRINT Foro T2, BREY acéﬁ el ZRLRT TYed
ARG, BRDE0D DB IR u%ﬁ aado:s &Dt&iw&ﬁoﬂ:aﬁm ISricomd Do
WEWTT. ©on, &eekd, Tow Foes 20
INTRE  FORATL  FSOT IN0HF = cAntEi ) onone T, dfaﬁc‘?b“
ROFL BT Todo SRS D SeBds DIcd NOR e ‘I’
LTI 2o D[, Bew ZBT B DROTT. eI PRDBR I3[ oM
JoRd HITTCmNS. [LE ©Q oEnE Tebyden R).,.,:rﬁdzﬁd"d: ow 8 ! ;a.":s
DECDTDL vy, oF, Aoy, derd, Ke, wId m,«.mm QB FeRT Xo _:_m“cde pota
WBRY mcém&%’o:bssd: BAT IR1MO®, TTREER S8 SR Dosie o oD
DI Beendedon TohZTHTET, LRDEAVR, DT RD Jewe WS, emy
SOTR TV 808 oS¢ WOTO Bewy T0o0T HIR &fcfrta-_:a.

SR0 el 3R0 Hrthnst «Cznony rvoar Reodsa. «-\;, IO (Scsmed)
gOn DEdned wmnor ;x‘:r»ﬁ-msim g, WE-WEDT woh wcv,‘g mr‘—:i.vagw pto

38



© LULT WRAK Marcn £udi, voiume o, 1Issue 1 WWW.Irar.org (E-ioON £548-140Y, F- IDON £34¥-0'1358)

PRESENT STATUS OF FREE-RANGING
DOGS OF BIDAR CITY
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Karnataka Art’s Science and Commerce, College Bidar.

Abstract:

Insights into the establishment of the dog-human relationship on streets. Domestic dogs (Canis lupus
Jamiliaris) are remarkably sensitive and responsive while interacting with humans. Pet dogs are known to
.ave social skills and abilities to display situation-specific responses, but there is lack of information
regarding free-ranging dogs which constitute majority of the world's dog population. Free-ranging dogs
found in most of the developing countries interact constantly with familiar and unfamiliar humans receiving
both positive and negative behavior. Thus, understanding human intentions and subsequent behavioral
adjustments are crucial for dogs that share habitats with humans. Here we subjected free-ranging dogs to
different human social communicative cues (friendly and threatening—low and high), followed by a food
provisioning phase, and tested their responsiveness. Dogs exhibited higher proximity seeking behavior as a
reaction to friendly gesture whereas, they were prompted to maintain distance depending on the impact of the
threatening cues. Interestingly, only the high-impact threatening had a persistent effect which also remained
during the subsequent food provisioning phase. An elevated approach in the food provisioning phase elicited
the dependency of free-ranging dogs on humans for sustenance. Our findings suggest that free-ranging dogs

’3monstrate behavioral plasticity in interactions with humans; which provides significant

Keywords: Interspecific communication, referential gestures, social cognition, distal cues, etc.

1IDADN2A4 A4 AND | lbnmmnbiomal lnsiwmal Af Dananvnb amd Anabhdiaal Daviimea (1 1D A DY



Bioprocess and Biosystems Engineering
https://doi.org/10.1007/5004459-021-02536-4

In-situ green synthesis of fluorescent silica-silver conjugate
nanodendrites using nanoporous frustules of diatoms:
an unprecedented approach

Rahul Bose' - B % - Ruma Pal'

Received: 27 July 2020 / Accepted: 11 February 2021
©The Author(s), under exclusive licence to Springer-Verlag GmbH, DE part of Springer Nature 2021

Abstract

Generally, nanodendrite synthesis is chemical mediated and expensive. The biogenesis of such hierarchical structures is
still in its nascent stage. The present study aimed at exploiting the nanoporous frustules of Halamphora subturgida, as a
source of biosilica for the biosynthesis and stabilization of conjugate nanodendrites of silica and silver. These minute diatom
frustules when exposed to 9 mM of silver nitrate solution, a highly crystalline nanohybride dendrites were synthesized. The
nanohybrid dendrite synthesis was initially confirmed by the formation of greyish-brown frustules after 72 h of exposure.
The composite dendrites were thoroughly characterized by standard techniques. Electron microscopic images illustrated
that the process began with the formation of isotropic hybrid nanospheres with an internal diameter of 20 nm and continued
to develop anisotropic nanocrystals with time. The nanodendrites externally formed on the siliceous frustules, acting as a
template for the former. They were characterized by distinct 100 nm wide and 1-2 um long trunks and 70-100 nm wide and
220-220 nm long branches on either side of the trunk. The optical measurement revealed the fluorescence property of the
nanostructures owing to the photoluminescent efficiency of the frustules. Both the externally derived hybrid nanodendrites
and internally synthesized nanospheres possessed superior stability in the suspension with a zeta potential value of — 35.7 mV
and — 24.8 mV, respectively. Thus, this method is eco-friendly and provides a new dimension for nanodendrite synthesis
with minimal cost and maximal yield compared to its non-biologically synthesized counterparts that involve several other
drawbacks like chemical hazards and high energy consumption.

Keywords Diatoms - Siliceous frustules - SiO,—Ag nanodendrites - Eco-friendly

surface area and interfacial structures. Metallic nanoden-
dritic structures have drawn the attention of researchers over

Introduction

Nanodendrites are nanometallic structures characterized
by hierarchical branches and sub-branches that outcompete
other complex metallic nanostructures owing to their high
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the past decade due to their unique “lightning rod” effect
which creates a strong electric field at the tip of the structure
owing to an accumulation of charge at a sharper edge [1].
They are active hubs of binding sites for substrates and met-
als, potentially applicable in the field of surface-enhanced
Raman scattering (SERS) [2], surface-enhanced fluores-
cence (SEF) [3], chemical sensor technology [4], catalysis
[5] and so on. Conjugate or bimetallic nanodendrites have
immense therapeutic properties due to their 3D structures
and large surface arca. These nanostructures possess thera-
peutic functionalities in the field of photothermal therapy,
radiotherapy, drug delivery and theranostics to name a few
[6].

Silver (Ag) nanodendrites have been extensively studied
worldwide due to better hydrophobic surface and narrow
plasmon resonance [7]. Non-biological syntheses of Ag

@ Springer
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Arthrospira platensis (Cyanobacteria) - a potential biofactory for fluoromagnetic

nanoiron production
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ABSTRACT A - i

Bioconversion of Fe** to Fe? followed by spindle shaped magneto-fluorescent nanoiron production has
‘been investigated using Arthrospira platensis as a potential bio-reagent. The characteristic features, e.g.
in situ localisation, magnetic and fluorescent properties of synthesised nanoparticles, were explored.
Bioconversion occurred when healthy growing biomass of Arthrospira platensis was exposed to 0.01 M
aqueous solution of FeCls for 96-h at 25 °C with pH5.2. Spindle-shaped nanoiron was synthesised both

sinside and outside the cells. The average dry and hydrodynamic sizes for intracellular particles were.

24.26 + 340 nm x 545 + 1.66 nm and 175.9 nm,iresp_g_ct_ii.re_ly; whereas size variation for. extracellular
particles was 23.62 + 3.49 nm x 841 + 433 ‘nm:and 40.02: nm, -respectively, as observed: using
‘transmission electron microscopy (TEM) and dynamic light scattering ‘(DLS) analysis, respectively.
Further characterisations were conducted using scanning- electron microscopy. (SEM), Fourier transform
infrared (FTIR) spectroscopy, energy dispersive X-Ray spectroscopy (EDX), and X-Ray diffraction analysis
(XRD). Nonspherical nanoiron particles generated multiple absorption bands at approximately 230, 350,
and 480 nm in the UV-Vis spectra. Fluorescence of nanoiron was detected using confocal ‘microscopy
both inside and outside cells employing a blue. filter (Ae—425 nm, Aer—475 nm). The magneto-
fluorescent nature of synthesised nanoiron was estimated using fluorimetric analysis and dynamic
light scattering study using a 0.5-tesla static magnetic field (SMF) at 4 °C. The investigation showed
that the static magnetic field induced non-invasive clustering effect of nanoiron directly influence
fluorescence intensity and its lifetime. The presence of superparamagnetism was detected in iron
nanoparticles using a superconducting quantum interference device-vibrating sample magnetometer
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(SQUID-VSM).

INTRCDUCTION

Magnetic nanoparticles serve as promising agents in the field of
nano-biotechnology for their diagnostic and therapeutic uses
(Wolfbeis 2015; Lisjak & Mertelj 2018; Nimi et al. 2018). This
is one of the most investigated groups of submicron particles
because of their morphotypes and surface functionalities that can
lead to changeable properties under magnetic fields of different
strengths. Among the magnetic nanoparticles (MNPs), iron-
based nanomaterials have a wide range of applications, including
magnetic fluid recording (Singamaneni et al. 2011), electroche-
mical and bioelectrochemical sensing (Teymourian et al. 2013),
microwave absorption (Zhang et al. 2013), magnetic resonance
imaging (MRJ; Rashad & Ibrahim 2012), and environmental
remediation (Ge et al. 2007; Tang & Lo 2013; Pratt 2014).
Recently, nano-biotechnological research has been enriched
after the synthesis of magneto-fluorescent nanocomposites.
Incorporation of fluorescence into magnetic nanostructures has
resulted in synthesis of these nanocomposites, which can serve as
multimodal imaging probes in medical diagnostics, drug deliv-
ery, and magnetic hyperthermia therapy (Shanmuga et al. 2015;
Abenojar et al. 2016). These nanomaterials have an important

role in cell tracking and other cytometric applications as they can
be visualised using fluorescence microscopy and controlled by
external magnetic field. Magneto-fluorescent particles are also
used to prepare nano-blocks of nano, electronic, and photonic
devices (Corr et al. 2008). Simultaneous observation of magne-
tically controllable materials using fluorescence microscopy has
made the particles highly attractive for biomedical applications.

Iron-based nanomaterials are commonly synthesised using
physical and chemical methods (Sheoran & Pawan 2018).
However, not only are the methods energy-consuming, but
also toxic. Thus, reagents required for their synthesis pose
a serious threat to nature. In the search for biogenic synthesis
of this group of nanometals, some attempts have used algae.
Brayner et al. (2012) reported synthesis of spherical ferrihydrite
nanoparticles by Euglena gracilis G.A.Klebs in vacuoles of cells.
They previously reported intracellular biosynthesis of akagenite
(p-FeOOH) nanorods in free cells of Anabaena flos-aquae
Brébisson ex Bornet & Flauhault, Calothrix pulvinata C.Agardh
ex Bornet & Flahault, and Klebsormidium P.C. Silva, KR. Mattox
& W.H. Blackwell (Brayner et al. 2009). Biosynthesis of iron
oxide and zerovalent iron nanoparticles by Chlorella Beyerinck

CONTACT Ruma Pal () rpalcu@rediffmail.com.
@ 2021 International Phycological Society
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Abstract - Apples are considered as most cultivated and consumed fruits worldwide. The quality evaluation is a highly
challenging task. Presently, Digital Image Processing technology is used to detect external defects such as the shape, size,
color, and texture of the apple fruit, whereas identifying the internal defect of an apple becomes a more tedious task. In
this current study, an effort was made to detect the internal quality evaluation of apple fruits using the Magnetic
Resonance Imaging (MRI) method. A total of 21 apples were subjected to MRI scanning by which we got 196 MRI images.
Manually these MRI images are analyzed and classified as healthy and defective samples. Then, these MR image datasets
were divided into 60:40 as training and testing datasets respectively. The deep learning approach has been employed to
classify apples. In our study, we developed Convolutional Neural Network (CNN) to classify healthy and defective apples
and achieved 67% of accuracy.

Index Terms - Apple, Digital Image Processing, Convolutional Neural Network (CNN), Magnetic Resonance
Imaging (MRI).
INTRODUCTION

India is an agricultural-based country. Most of the economy of India is interdependent on the agricultural sector. Apple is
considered as all seasonal fruit and the most demanding fruit because of its high nutritional value. In India Jammu and Kashmir,
Himachal Pradesh is the state where apple is primarily cultivated. It grows around 1500-2700m above sea level in hill stations [1].
Apple fruit is exported to over 75 countries from India. The total volume of export in 2020-21 was around 30 thousand metric tons
[1]. The quality of apples should be retained to increase its export, the defective apples should be spotted and removed before they
are released in the market [2]. The external defect like texture, color, and size can be very effectively detected in digital image
processing using biomolecular sensing technology, imaging hyperspectral techniques, imaging multispectral technology, and
machine traditional vision technology [3]. Several studies in deep learning have been carried out to detect external defects in
fruits using CNN, but there was less research has been done in digital image processing to detect internal defects in fruits.
However, some imaging techniques arise after the 1980s to check the internal quality of agricultural products like X-rays,
Sonography, etc, In the medical field to diagnose the severity of the disease in the patients MRI scanning was done because of its
non-invasive and non-destructive nature. Whereas, in the field of agriculture digital image processing is not been applied on MRI
images of fruits to detect internal defects. In our current study, a deep learning model CNN has been developed to detect an
internal defect of apple and also to classify healthy and defective fruit using MR images of apple.

RELATED WORK

Author in [4] reviewed current advances in digital image processing methodology for evaluation of the quality of fruit. A survey in
[5] is made on the availability of different non-destructive technologies such as X-ray, NIR, Sonic/ Ultrasonic methods to detect
the internal defects of agricultural products. The author also discussed the advantages and disadvantages of these technologies.

The author in [6] proposed the finding of bruises in magnetic resonance images (MRI) of apples by using dissimilar pulse
arrangement methods to examine chronological variations in MRI image dissimilarity in bruised & disinfected parts of the flesh.
The author also stated that contrast between infected and dis-infected sections was found with time.

An application of MRI for Braeburn apple's tissue analysis is done in [7] . In this study, small samples of Braeburn apples were
investigated with field MRI to identify the dissimilar tissue structures types. The author focused on MRI images for tissue
classification using inner and outer cortex tissue and described the interior superiority faults such as holes, worms damage, or
bruising & their alterations when time is passed.
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A review of current challenges in the MRI methodology for agriculture products is made in [8]. MRI scanning is a significant
technology to get a different variety of measurements to evaluate growth rate and quality constraints in agricultural and other food
resources to improve the fundamental biological parameters. MRI scanning method is considered as the best method over last
decades and Magnetic Resonance Imaging gives the structure of food to be imaged non-destructively, Since MRI does not produce
any damaging radiation, it can be taken as an effective device for analysis of food products qualities [9].

Different computer vision technologies used to detect the internal quality of fruit are discussed in [10]. Color image of tomato fruit
is taken for observation, defective skin is calculated using different image processing methods. If the value of the pixel is less than
the threshold then it is considered a defective one otherwise it is taken as good quality fruit. Open CV/ Python application is used
for implementation,

A combined CNN and LSTM deep learning model is applied in [11] and got 98.17% of classification accuracy after 50 epochs.
The author used CNN classifier to classify a set of 6519 pomegranate fruits into normal and abnormal. of classification accuracy
after 50 epochs.

CNN model was used in [12] for the classification of three varieties of fruits Apple, Banana, and Orange. The dataset contains a
total of 443 images of apples, 363 images of oranges, and 231 images of bananas, CNN model was trained using Tensorflow with
Mobilenet V2 implementation provided by Keras and succeeded with 95% of accuracy.

A CNN model was proposed in [13] to classify fresh and rotten fruits, The author used bananas, orange, and apple fruits for
experimental purposes. The model was built with 16 convolutional filters of size 3 x 3. The total dataset is divided into three
groups for training 60% and for validation 10% and for testing 30%. This model uses the Adam optimizer got 97.82% accuracy
and with RMS prop got 85.64% of accuracy.

It has been observed that a lot of research has been done in biological science to detect internal defects without destructing fruits
using MRI images because of its non-destructive and noninvasive nature. In digital image processing CNN model was used to
detect external defects of fruits. In our proposed methodology. internal quality analysis was done using MRI images of apple
fruits, and the CNN model is developed to classify healthy and defective apple fruits.

MATERIALS AND METHODS:
L Dataset Preparation:

21 Delicia apples were brought from the local market. Firstly photographic pictures of each apple are taken in all angles Front,
Back, Bottom, and Arial (Fig 1). Individual Apples were subjected to vertical and horizontal MR] scanning (Fig 2 & 3). MR
images were obtained using 1.5 Tesla Sieman's Magnetom Spectro MR machine with T2- weighted MR images with a recurrence
period (TR) of 8980 and Spin echo period (TE, the period during which sample magnetization dephases and then rephrases) of
100.2 with slice diameter of 116.7mm and interslice gap of 8.0mm. The total number of slices for all channels ranges from 9 to 33,
leading to 145 images. The pixel size of each image was 512 X 512 (Table ). The images are grayscale. MR image production
period depends on the resolution, the higher the needed resolution the more acquisition are mandatory for image production and
the lengthier it acquires to get an image. MRI images were analyzed using RadiAnt DICOM Viewer (64-bit) software,

Fig 2: Apple’s vertical slices of MRI images.
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Fig 3: Apple’s horizontal slices of MRI images.

Table 1: MRI scanning parameters.

Method Parameters
Machine 1.5 Tesla Sieman’s Magnetom Spectro
TR 8980
TE 100.2
Slice diameter 100.2
Slice gap §.0mm
Image size 512x 512

Convolutional Neural Network (CNN):

CNN is a category of neural network which mimics a biological neural network. It is considered as the subset of machine learning
and the heart of deep learning neural networks. CNN is composed of a number of hidden layers each node connected to another
node associated with weights and threshold [14]. CNN model is used for image classification, image recognition, etc. And an ideal
model is composed of several layers such as Convolutional layer, Pooling layer, Fully connected layer, ReLu, Dropout layer, and
Classification layer as shown in Figure 4.

Convolutional layer: This is the first layer, it takes input images and reduces the size of images by extracting various features
from images. The convolution layer applies convolution operation to the input image and passes it to the next layer. It reduces the
size of the image from the matrix into a vector bringing all information into a single pixel. Between the input image and filter of
size M x M, a mathematical operation was performed [11] to extract features like edges and corners. The output of this layer
contains information about the edges and corners of images. The mathematical operation convolution layer is:

Fi.j)={1*K)(i,j) = LT (i+m, j+n) Kimn) (1)
Where [ is input matrix K is 2D filter and F is the output of 2D feature map

Pooling layer: It is also called as downsampling layer and it is used for dimensionality reduction purposes. The working of the
Pooling layer is the same as the convolutional layer only difference is that it does not contain weights. Pooling layers are further
classified into two types;

Max pooling: As this filter is applied on the input image, It selects the maximum value pixel to send to the output array,
Average pooling: As this filter is applied across the input image, it computes the average value to send to the output array.

Fully connected layer (FC); In this layer, each node in the input layer is connected with each node of the previous layer[11]. In
this layer feature extraction is performed from the previous layer and classification is done based on previous learning.

Rectified Linear Unit (ReLu): This layer exists after the convolutional layer. It consists activation function which takes positive
input from the previous layer passes it to the next layer. If the input is negative then output is zero. The activation function of the
ReLu layer

Jix) = max( 0, x) (2)

Dropout layer: Drop out layer exists after the FC layer, it removes the overfitting on the training data. Dropout deactivates some
layers from the hidden layer as a result nullifies contribution to the output,

Classification layer: This is the layer where exact classification takes place, it comes after fully connected layer and it is the main
layer where image identification takes place.
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EXPERIMENTAL RESULTS AND DISCUSSION

1. Dataset Acquisition:

only 21 apple fruits were able to scan and a total of 196 MRI slices were acquired by RadiAnt DICOM Viewer (64-bit) software.
As observed manually from the MRI images fruits were categorized into two groups Group 1 is having fruits that are seen as
healthy and no defect observed externally as well as internally (Fig 5) as compared with photographic as well as MR] images.
Group 2 has fruits containing defects externally and internally when compared with photographic and MRI image slices (Fig 6).
Defect severity is also being calculated based on the coverage area of the defect and color intensity in the MRI images.

The dataset includes a total of 196 MR images including healthy and defective ones as given in Table 2.

Table 2: Dataset details

‘ Name No. of Images
| Healthy 128
W&:fcctive 68
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Il B. Experimental Setup:

For experimental purposes, among 196 MRI images, 60% were used for training purposes, and the remaining 40% were used for
testing purposes. CNN model was built using python toolbox in the Google Colab platform. Hyperparameters of the model like
the number of epochs, learning rate, and dropout are tuned to the best value to get better results .

11, The number of epochs:

An epoch represents the number of iterations taken by a machine to get the entire training dataset [23]. One epoch means when the
entire dataset moves backward and forward through the network. The number of epochs needed to run the model depends on the
number of the training dataset. In our model, we have used 20 epochs to run the model successfully.

1v. Batch size:

Batch size defines total amount of datasets fed into the model. The whole dataset cannot be passed into the model at once so
datasets are divided into a number of batches. In our model, the batch size was 5 per epoch.

V. Activation function:

The activation function decides the output. This function is used to deactivate some hidden layers taken from the previous
layer[13]. Activation functions can be used anywhere in the model. In our model, we used two activation functions ReLu and
Sigmoid. ReLu (Rectified Linear unit) takes only positive inputs from the previous layer and passes into the next layer and in other
cases it outputs zero. A sigmoid function is used after the dense layer. Sigmoid layer predicts the probability of output that exists
between (0,1), since the probability of anything exists between (0,1) so sigmoid is the better choice.

Vi, Dropout Rate:

The model will drop out some nodes during the training to fit the model [9], it prevents the model from overfitting. The dropout
rate that exists between (0,1), our model dropout rate was 0.5,

CNN model hyperparameters are summarized in Table 3.

Table 3: Hyperparameters of CNN training model

Hyperparameters Value

Epochs 20

Batch size 5

Activation function ReLu, Sigmoid
Dropout rate 0.5

Initially, before building CNN model MRI images of healthy and defective apples were numbered as 1(healthy) and O(defective)
as shown in Figure 7. Then the model is built and fruits are classified and we got classification accuracy 67% and images are
labeled with the prediction values range from 0 to | as shown in Figure 8. The model history is shown in figure 10,

defect 1 defect © defect 1 defect, 0 defect. 1 defect: 1 defect: 1 defect. 1

defect: 0 defect 1

4[]

(Fig 7: Fruits with defect=1 and without defect=0)

defect: 0 defect: 0
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(Fig 8: predicted results after prediction values ranges from 0 to 1 actual 0 to 1)
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Fig 9: Model history
VII. . Evaluation of performance:

Confusion matrix is a 2 x 2 matrix used to evaluate the model [27] on test data. It consists of 4 different parameters used for the
analysis correctly predicted and actual values. Accuracy of confusion matrix denotes the number of samples that are correctly
classified. The model is evaluated using confusion matrix and we got 67% accuracy. The meaning of different parameters are
confusion matrix is described below:

TP (True Positive) - “No of samples predicted positive and it was true”.
TN (True Negative) — “No. of samples predicted negative and it was true”.
FP (False Positive) — “No. of samples predicted positive and it was false”.

FN (False Negative) - “No. of samples predicted negative and it was false”.

confusion matrix
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CONCLUSION AND FUTURE WORK

This entire study was carried out to find the internal quality of apples. A digital image processing technology is used for the
classification of defective and good-quality apples. By using CNN methodology, we achieved only 67 percent of test accuracy.
The proposed model is limited to only one fruit and datasets gathered are fewer. Further, our aim is to improve the number of
datasets and to use different varieties of fruits then to apply different deep learning algorithms to get more percentage of accuracy.
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ABSTRACT

It was created here, an adaptable and intelligent web-based e-learning system. Techniques for more
effective e-Learning systems have made substantial progress over the past few years. We describe the
main components of an adaptive learning intelligence algorithm meant to fulfill the teacher's objectives
and to create a close relationship with the learner, monitoring and adapting the teaching based on a
wide variety of evaluations of their knowledge and performance. Future study in this area has the
potential to have a substantial impact on education. Educational institutions will benefit from better
learning systems developed in collaboration with trainers, teachers, and subject matter experts.

KEYWORDS: Intelligent Techniques, e-Learning,information technology, Development

INTRODUCTION

Today, e-Learning is defined as the use of information technology to facilitate and support learning in
the classroom. E-learning can help any business, whether it's a school or another form of establishment,
by allowing it to increase its capabilities. For example, an e-learning system can provide access to
educational resources 24 hours a day, eliminating the need for expensive group training or at least
reducing their duration and increasing effectiveness. Technology has altered the paradigm of education
when it comes to using e-learning systems. Corporate trainers are still needed, despite the rise of online
learning. Teachers are responsible for overseeing and evaluating the design of online training materials,
providing assistance to students, keeping an eye on their progress, and making improvements to the
materials depending on feedback from students, performance, and other factors, In addition, in many
training circumstances, human interaction is priceless. The consultant's or trainer's role will be
enhanced by software agents that can perform additional tasks to assist students, thanks to emerging
technologies that incorporate artificial intelligence. As a training aid, e-learning will let staff train more
students, faster, and more thoroughly.

LITERATURE REVIEW

SUN DUO, ZHOU CAI YING (2021)Traditional e-Learning systems have a serious problem with
personalization. Personal characters in e-Learning are the focus of this study. An intelligent agent-
based system for personalizing e-learning has been designed and implemented in the study. The paper
introduced the system's structure, workflow, intelligent agent design, and intelligent agent
implementation. We discovered that the system could help students take more responsibility for their
own learning, allowing them to receive a more personalized knowledge service. Consequently, we
came to the conclusion that it might be possible to implement self-learning and self-promotion in the
age of lifelong education.

IRAKLIS KATSARIS (2021)Technology and the use of modern equipment have allowed for
significant advancements in the field of education. The old adage of "one size fits all" is starting to lose
its luster these days. As part of the study, researchers are looking at ways to tailor learning
environments to individual students' needs. Learning Styles are commonly used in adaptable platforms
to improve the learning experience. Based on a review of 42 publications published between 2015 and
2020, we examine the learner model, adaptability module, and domain module. It is imperative that e-
learning systems contain new adaption mechanisms that are compatible with educational ideas.
Adaptive E-learning Systems and Learning Styles are the focus of this paper, which seeks to provide an
overview of their theoretical and technological foundations. This survey of the literature is intended for
those working in this subject as well as those who will be designing and developing adaptive platforms
in the future. '

TUMAINIKABUDIILIASPAPPASDAG HAKONOLSEN (2021)Massive advances in artificial
intelligence (AI), mobile internet, and cloud computing have all had a profound impact on the way
students are educated. Advanced Al-enabled learning systems have emerged in recent years and are
gaining popularity due to their capacity to offer educational information and adapt to the particular
needs of students. These systems are becoming more and more prevalent. In spite of the fact that these
new educational platforms satisfy students' demands, only a small number of them have been put into
practice in order to solve the concerns and issues that many students confront. Our study's systematic
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mapping of the Al-enabled adaptive learning systems literature was done from this perspective. Over
the course of 2014 to 2020, 147 research studies were analyzed. Al-enabled learning interventions have
been identified, authors associated with major research themes in Al-enabled learning systems have
been visualized, and common analytical methods and related techniques used in such learning systems
have been reviewed, among other things. This paper's major contributions include these findings. Use
this mapping as a reference for future research on how to create Al-enabled educational systems to
solve specific educational problems and enhance the learning experiences of students and teachers
alike."

XIAORAN FU, K. LOKESH KRISHNA AND R. SABITHA (2021)Teachers and students should
expect better educational experiences thanks to Al-aided educational institutions' significant use of an
e-learning environment. Higher education in China is heavily influenced by e-learning or online
learning. There is a challenge in China's higher education to utilize e-learning to improve course
resources, student learning type prediction, teaching quality, and customer service. Because of this, a
framework based on artificial intelligence (AI-EELF) has been presented in this research to help
China's higher education overcome obstacles associated with deploying e-learning modules. An
adaptive learning environment makes effective use of the data collected by students. Using the Al-
EELF technique, a variety of learning models are introduced to help teachers be more effective and
better predicts how their students will learn. Research shows that the AI-EELF can accurately predict
students' learning styles and increase the quality of their education compared to other techniques.

S. BHASKARAN & RAJA MARAPPAN (2021)Data mining relies heavily on decision-making
systems. The subject of data mining has evolved into one in which the interactions, decision-making
processes, and overall experience of users must be utilized. In contrast to the traditional head-to-head
approach of educating with culture, e-learning is now a progressive way to deliver long-term online
education. The number of people benefiting from various programmers is growing steadily thanks to
the growth of e-learning. In spite of this, the wide range of pupils on the internet brings additional
challenges to the conservative one estimate fits all learning systems, which provide a single set of
learning resources to all learners. It takes longer to process queries and provides less accuracy in the
final recommendation for well-known recommender systems that have these issues. A new transductive
support vector machine-based hybrid personalized hybrid recommender for machine learning public
data sets is the primary goal of this project. It is via the habits of the students that the learning
experience has been attained. Some of the novel factics that are being tested to increase the
performance of a hybrid recommender are outlined in this research. The learner dataset will be
preprocessed using a modified one-source denoising technique. Performance measures will be
improved by modifying the anarchic society optimization technique. For mining the sequential pattern
of learners, an improved and generalized technique based on sequential pattern analysis is proposed.
These habits and interests will be evaluated using an improved transductive support vector machine.
Learners' confidentiality rates are being analyzed by these new tactics, which then make
recommendations based on the results of the analysis. In order to test the suggested generalized model,
it is used to mimic public datasets for machine learning such as movie and music data as well as food
and commerce data. The results of the experiment show that the enhanced clustering approach
discovers clusters of random size. In terms of projected absolute error, accuracy, ranking score, recall,
and precision metrics, the recommended recommendation strategies outperform the current methods by
a wide margin. The proposed datasets have an accuracy range of 82% to 98%. A range of 5 to 19.2
percent is seen in the MAE statistic for public datasets that have been simulated. Experimentation has
shown that the recommended algorithm has a lot to offer in terms of quality and performance.
METHODOLOGY

INTELLIGENT ALGORITHM

The study makes use of rule-based association mining and group-based filtering. Two phases make to
an intelligent algorithm;

Stepl:Using a rule-based system to find relevant training resources for users in a variety of areas.
Step2:Making use of a group-based filtering algorithm to direct users to relevant teaching resources.
The algorithm for association rules mining consists of three phases:

Stepl:The process of frequently producing item sets As long as the item-appearance set's frequency
falls below min sup; it's considered a frequent item-set in this context.

Step2:All non-spatial subsets are generated for each common item set I,

Step3:if a non-spatial subset of the frequent item-set | is considered, then

sup port cotnt{l .
i ) > mm_conf

sup port _count(s)

|
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Once that is done, the s=>(I-s) rule is created. A transaction's support count(l) and support count(s)
denote the number of transactions that contain item sets | and s, respectively, with min conf
representing the minimal confidence thresholds.

It is possible to categories teaching resources into various subcategories. Then this information is then
used to develop associations through the use of an algorithm known as a "association mining algorithm.
The category of educational resources is located on the rules' left side. In addition, the regulations are
categorized and chosen. The category for proposing educational materials should be provided by the
useful guidelines. S1-Sn is an example of an association rule recommendation that yields a set of N
categories. Recommendation categories are represented by S = SI, S2, S3, Sn Category Sn's
instructional resources may be found in N(Sn).

DATA ANALYSIS

Listed below is a diagram of the collaborative filtering algorithm

Stepl:Representation. A user-item evaluating matrix (mn) is one possible interpretation of the alleged
input data. R. m is the total number of users, and n is the total number of items. Appraisal value is
linked to the content because Ri,j is the value that a user assigns to a jth item. The appraisal value
shows whether or not the item is a teaching resource in an E-learning environment. If the user selects
resources, the number 1 indicates that the user has done so, whereas zero indicates that the user has not
selected resources.

Step2:It's time to look for a nearby neighboring set A neighbor set NI,N2,N3,Ns is formed and
organized according to the degree of similarity between a user U and its neighbors. Even if U doesn't
fall into one of the 'N1, N2, N3, Ns' categories, it is nevertheless sorted according to SIM (U, Ns).
Step3:Developing a suggestion. Thereafter, interest levels for items and their top-N neighbors are
computed. Assuming user a and option set Ia, we may apply formula 2 to determine the degree of
interest in item j. :

n
Sw (ro—-r )
.;_,“a.z{ (‘Iu.j ?.'J

p.".’.l;z.a-:- n
%

}vﬂ'.k

Among them are: Rarely represents the average value that a user assigns to a given object, and U is the
collection of items that are closest to it. Wjl's user-to-user similarity, Item j's evaluation value is given
by the user u. The average appraised worth of an item as determined by a user u is represented by Ru.
For each item, the user i's interest level is calculated individually. We use N items as a suggestion set
since they have a higher interest degree than the item itself but do not belong to it. Top-N.

The collaborative recommendation is used after the association rules are used to identify the categories
of interest. We employ the collaborative recommendation in N for eachSnS. ( Sn). Supposedly,
teaching resources for eachSn,Q should be considered. If you're looking for a set of recommendations,
you'll find them here: Each commodity's interest rate is P(It1), P(It2), P(It3), P simultaneously (Itg).
Using this approach, we propose the following resources. The category weighting approach is used to
recommend products because the user has varying levels of interest in each category. It's the user's
interest weight for each category n S based on P(It,j) (t=1,2,3,....t j}=1,2,3,...q) Confidence is used to
determine interest weight. Association rules are used to determine a person's level of confidence.

F,=wS,jpl )

The size of Ft,,j (t=1,2...t, j=1,2...q) is taken as the recommendation.

This section provides an overview of the general architecture of an intelligent algorithm. Algorithm is
an adaptable and intelligent e-learning environment where content is given with expert system support
and is personalized based on VAK learning style. Students and teachers must sign up and connect in to
the system in order to use the clever algorithm in a classroom setting. As a result, both teachers and
students must first sign up for the system. There are links on the main page for teachers and students to
sign up for the course. The administrator of the system verifies teacher registrations. Once their
registration has been verified, teachers can access the system with their assigned usernames and
passwords. Students who want to enroll in this programmed must first pick the schools and teachers
they would like to work with. Students' registration information is automatically shown on the teacher's
page when they submit it correctly. In order to verify, arrange, or delete a student's registration, each
teacher has access to their own class's learner list. Students who haven't had their registrations
confirmed by the teacher yet aren't able to log in. These students are notified that their registration is
pending the approval of their instructor. In order for a student to take the VAK learning style
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assessment, the teacher must first validate their registration. Gokdag developed the VAK learning style
measure that is embedded within the site (2004). The researcher conducted all of the studies on this
scale. The learner's primary, secondary, and tertiary learning styles, as determined by the learner's first
login to the system and as measured by the scale, are automatically calculated and stored in the
system's database. This is a one-time event that determines the learning styles of the students. Learning
styles of students who have completed a learning style inventory are immediately routed to the material
most appropriate to their styles. As a result of this advice, each student follows a specific order when
completing the LOs associated with their preferred learning method. These students are making
progress in their primary learning style thanks to an expert system hidden within the text. The system
now has complete control over any learner who is developing in their primary learning style. With the
help of experts, any learner who is taking the content of primary learning style receives the essential
suggestions and solution supports that are relevant to their main learning style in all LOs in the content.
A learner's performance is the only factor that affects the presentation of these hints and intelligent
solution assists. For example, students of the same learning type may receive varied recommendations
and intelligent solution support depending on their performance. Los was designed using an expert
system on an intelligent algorithmic learning site. In LOs, an expert system checks to see if any
learners have achieved the "adaptability point."

At this stage of adaptability, the expert system makes a judgement on the learner. Learners can choose
to be redirected to their primary learning style or their secondary learning type for this decision. When
a learner completes a current learning objective, they are guided to the next learning objective in their
primary learning style. If a learner fails to complete the current LO and reaches this point, the learner is
redirected to the identical LO in the secondary learning style. Secondary-style learners who are given
the same lesson plan understand that there are many different approaches to solving difficulties and
completing the LO. For those students who have finished their secondary learning objectives, they can
proceed to the main learning objectives that follow. The same approach is applied to learning failures
in secondary and tertiary styles of learning. A student who completes a LO in this manner is returned to
the previous LO in their primary learning style and is given the opportunity to complete the remainder
of the course. The teacher receives a report about a student who is failing in a tertiary learning method
as well. When a student's case is brought to the attention of the teacher, the primary learning style is
resumed for that student. As a result, students may be able to access various content based on their
performance on this site. Below is a diagram of the browsing and adaptability architecture,

i

{ Learner

USSS—— —d?

J

VAK Learning Style
Inventory

’

Determination of learners’
primary, secondary and lertiary

Y

learning style

l/r Experi System Embedded in Content
i I | I

Visuul Auditory Kinesthetic
Content Wi — Conten e el o Content

!

Finish

i
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E-learning system content based on an intelligent algorithm was selected at random and two LOs were
presented as examples. The sample LO that was chosen for this article is described in detail below.
LO_6: One of the LOs designed for permutation subject

LO_45: One of the LOs designed for probability subject
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Scenario prepared for Activity_6 and presentation plan of questions within the activity

This is a permutation-related learning object. The scenario for LO 6 and the content of LO are depicted

in the figure on the right above. This LO's content is divided into five separate questions. The first

question in the LO is answered by the learner. An answer of "yes" indicates that the learner is ready for

Question 3. The learner who properly answers the third question is then directed to the following

question using the same logic. Learning Objectives (LO) can be completed by properly answering the

third, fourth, and fifth questions of the test. Intelligent solution supports will be provided to students

who are unable to answer the third, fourth, and fifth questions correctly. Depending on the student's

response to the second question, he or she will receive assistance and advice on how to solve the

problem. The second question's tips and solution support shows the learner how to tackle the difficulty.

The student who successfully answers this question is returned to the first question. The LO's

"adaptability point" was the first question that was asked. At this point, the student must return to the

initial question and re-answer it. If the student answers the question properly this time, the " ,adaptivity

point" determines whether or not the LO was successfully completed. There, the learner is tasked with

answering LO-related questions. Learner's inability to answer the first question correctly is determined

by the "adaptivity point" if it occurs again. Consequently, the student will be directed.

CONCLUSION

The paper proposes a new intelligent algorithm based on association rule mining and collaborative

filtering. Personalized e-learning is another area where the algorithm is being used. Data shows that

algorithm can provide greater support for online learning.

Architecture of intelligent algorithm based e-learning system.
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Abstract The paper aims to classify fruit leaf—disease
pair using deep convolution neural network (CNN) archi-
tecture. We have considered three fruits leaves i.e., Apple,
Custard apple and Guava which are the prime crops of our
region i.e., Hyderabad and Karnataka (H&K) region of
Karnataka, India. As far as authors are aware, there is no
work carried out on fungi classification of leaf diseases.
Hence we have collected the dataset from real time envi-
ronment, with total of 14,181 images with 10 assigned
class labels. Three different versions of dataset i.e., color,
black and white and gray images are used for experimen-
tation. These dataset are trained on two CNN models of
AlexNet and SqueezeNet, on the same hyper-parameters. It
is observed from the experiments conducted that both
models have got almost the same recognition accuracy of
86.8% and 86.6% on color images respectively, which
signifies that color images are effective for classification.
And in order to realize the full potentiality of the proposed
idea of working on different variation of dataset, our
experimental findings are the new improvements in fungi
classification.
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1 Introduction

India is an agriculture country, where most of the popu-
lation depends on agriculture. It has been a major source of
economic growth. India has varied temperature, soil and
land. So based on these parameters and the economic
value, the farmers chooses the crop or fruits for sowing.
Fruits play a major role in human life, where they help to
nourish the human body and provide the essential nutrients.
In this era, due to the increase in population, the demand of
vegetables and fruits increases every day. To meet this
demand, there is a need to introduce modern technology in
the agriculture field.

In the recent years, developing a reliable technology for
agriculture monitoring is been a difficult task. As there is a
need to continuous monitor the plant and take precautions
immediately so that it should not spread to the other parts
of the plant and the neighboring plant. Several studies
including, computer vision, pattern recognition, machine
learning and deep learning have lead to improve the
identification and recognition of these leaf diseases.

Fruit leaf diseases are the major threat to the plant. As
they try to extract the nutrients from the host plant instead
of supplying to the plant. Among the many diseases
causing agents like bacteria, algae, insects, birds etc., fungi
pathogens causes the major diseases in plants. As far as
authors are aware, there is no work carried out on fungi

“classification of leaf diseases. However, little similar works

have been reported in literature. But in order to realize the
full potentiality, our experimental findings are the new
supplements to the research carried out in fungi
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classification. Hence in this paper we aim to identify and
classify the fungi affected diseases of fruit plants.

For our study we have included Apple (Malus domes-
tica) plant, Custard apple (Annona squamosa) plant and
Guava (Psidium guajava) plant, which are the prime crops
of our H&K region. The apple leaf images were collected
from the publically available dataset from plant pathology.
The Custard apple and Guava leaf images were collected
from the nearby farm of Kalaburagi District of Karnataka,
India. The dataset consists of 10 different classes with total
of 14,181 images of diseased and healthy leaves, which are
used for experiment. The focus is been on collecting the
real time environment images as there is already a lot of
work done on publically available dataset [1].

In this work we use deep learning architectures such as
AlexNet [2] and SqueezeNet [3] for identifying and clas-
sifying the fungi affected leaf diseases. We have used three
different versions of the image dataset i.e., color, black and
white and gray images. By experimenting on these differ-
ent versions of dataset, will let us know whether the color
and background plays a role in identifying the disease in
the image or not. The images are collected from real time
environment, where background of the image is not con-
trolled much.

Qur contribution in this work as follows:

* We aim to classify 3 different species, 10 different fruit
leaf-disease pair using deep learning architecture i.e.,
using AlexNet and SqueezeNet model.

* We aim to eliminate the preprocessing step which
reduces the time complexity of the models.

¢ When a new image is given to the model, the system
predicts the correct crop-disease pair.

e We try to analyze the difference between color, black
and white and gray images, and note down which
version of dataset performs better for disease
identification.

e Agriculture is the backbone of our country and our
focus is on working on prime crops of our H&K region.
This in turn will support to maximize the yield by
identifying the disease at the early stage.

The rest of the paper is organized as Sect. 2 describes
the literature survey, Sect. 3 the description of the dataset,
Sect. 4 narrates the proposed model, Sect. 5 gives the
experimental results, Sect. 6 describes the discussions,
Sect. 7 gives the Conclusions and lastly the Sect. 8 gives
the future scope of the research.

@ Springer

2 Literature survey

Table 1 show the work carried out by different authors on leaf
disease identification. The authors in [24-28] have imple-
mented the different CNN models only on Color images, but
we have experimented on gray scale and black and white
images to find out the significance of Color images. From the
experiment conducted it is found that color images are
effective. It also signifies that capturing images in day lightis
effective as compared to the other time.

The authors have used images which are already pre-
processed, meaning the background of the images is
eliminated and focus is only on leaf of the image. In our
experiment we have eliminated this step, as images are
directly given for feature extraction and classification,
which reduces the time and space complexity of our model.
And also the current need of an hour is to work on
real environment images.

Hence, we have worked on our own collected new
dataset of Guava and Custard apple plant, which are the
prime crops of our region i.e., Hyderabad and Karnataka
(H&K) region.

3 Preparation of dataset

A proper dataset is required to analyze the performance of
the deep learning models. We have used 3 different dataset,
the apple dataset is obtained from plant pathology which is
an open source and it is available at below site [29] and the
custard apple & guava dataset is our own collected brand
new dataset. This is not yet publically available. Below we
describe each dataset of apple, custard apple and guava
plant.

3.1 Apple dataset

The apple dataset is collected from plant pathology site,
which is a publically available dataset. It consists of 9395
images of diseased and healthy leaf. The most commonly
caused fungi affected disease of apple plant are apple scab
caused by Venturia inequality, apple rust caused by
Gymnosporangium juniper-Virginiana, apple black rot
caused by Botryosphaeria obtuse. Total of three diseased
and one healthy category of leaf are used for classification.
The overview of apple dataset is given below in Table 2.

3.2 Custard apple
The dataset is collected from nearby farm of Kalaburagi

district of Karnataka, India. The images are collected in
real environment and consist of two different categories of
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Table 1 Survey of leaf disease identification using deep learning

SI.  Authors Dataset used Method used Class Obtained accuracy
no labels
1 Zhang et al.  Maize leaves collected from differcnt sites GoogLeNet model & Cifar 10 model 9 different  98.8% using GoogLeNet and 98.9% using
&3] like Plant village, Google websites class Cifar 10 model
labels
2 Muhanty Plant Village dataset AlexNet model & GoogleNet model 38 85.53% using AlexNet and 94.34% using
et al. [3) different GuogLeNet model
class
labels
3 Durmus etal.  Plant Village dataset of only Tomato plani AlexNet model & SqueezeNet model 0 95.6% using AlexNet and 94.3% using
[6] different SqueezeNet model
class
labels
4 Arivazhagan  Collected their own dataset of Mango plant  CNN model 6 different  96.67% using CNN model
et al. [7] class
labels
5 Sunet al. [8] Collected their own dataset of Tea plant CNN model and Support Vector Machine 7 different ~ 93.75% using CNN model, 89.36% using
(SVM) class SVM and 87.69% using BP
labels
6 Howlader Collected their own dataset of Guava plant Deep-CNN model 4 different  98.74% using D-CNN model
et al. [9] class
labels
7 Gaikwad Plant pathology dataset of Apple plant CNN model 4 different  88.9% using CNN model
et al. [10] class
labels
8 Sardogan Dataset of Tomato plant CNN muodel with Linear Vector 5 different  86% using CNN with LVQ algorithm
et al [L1] Quantization (LVQ) algorithm class
lubels
9 Sholihati Cullected their own dataset of Potato plant Visual Geometry Group (VGG) 16 AND 5 different  91% using VGG 16and 90% using VGG
et al. [12] and also from Plant Village and Google VGG 19 class 19
labels
10 Rangarajan Plant Village dataset of only Tomato plant AlexNet model and VGG 16 7 different  97.49% using AlexNet and 97.29% using
et al. [13] class VGG 16
labels
11 Kulkarni Plant village dataset Inception V3 and MobileNet 5 different  99.62 using MobileNet and 99.74% using
[14] class Inceptlion V3
label
12 Zhong et al. Al Challenger-Plant-Disease-Recugnition DenseNet-121, three methods of 6 different  93.51% using DenseNet-121, 93.31%
[15] regression, multi-label classification class using Regression and 93.71% using
and focus loss function label Focus loss function
13 Kumaretal.  Plant village dataset Exponential Spider Monkey Oplimization 38 92.12% using ESMO technique
[16]. (ESMO) different
class
labels
14 Chen et al. Collected own datasel of Tea leal diseases LealNet algorithm 7 different  90.16% using LealNet algorithm
[17n class
labels
15 LiuBinetal Collected own dataset of grape leaf discases  Dense Inception Convolutional Neural 6 different  97.22% using DICNN
(18] Network (DICNN) class
label
16 Decba et al.  Plant village dataset of tomato, vorn, potato  LeNet. AlexNet, VGG16, VGG1Y, and 5 different  Overall predicted performance of Y8% is
(9], and also collected their own dataset of chilli ResNets class obtained
and brinjal label
17 Huetal [20] Collected own dataset of lea leaves Canadian Institute For Advanced 4 different  92.5% using CIFAR10 quick model
Research (CIFAR 10) quick model class
label
18 Pushpa et al.  Plant village dataset VGGI16, LeNet-5 & proposed AlexNet 10 96.76% using proposed AlexNet
[21] different
class
label
19 Hasan et al.  Collected images from local farm and internet  Inception model of Google 3 different  99% using the inception model
[22] class
X label
20 Ozguven Collected own datasel of sugar beet leaf Faster R(Recurrent)-CNN 4 different’  95.48% using faster R-CNN
et al, [23] class
label
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leaves i.e., Leaf spot and another category is of the healthy
leaf of custard apple plant. A mobile camera is used to
capture the images, which has a resolution of 12 Mega-
pixel. A total of 1047 images are used for classifying the
leaves. The overview of Custard apple dataset is given
below in Table 3.

3.3 Guava

The dataset is collected from real time environment. It is
collected from the nearby farm of Kalaburagi district of
Karnataka, India. A total of 3966 images are used for
classifying the leaves. The fungi affected leaves of guava
are Pseudocercospora leaf spot caused by Pseudocer-
cospora psidii fungi, Rust caused by fungi Puccinia psidii,
Insect eaten caused by insect-eating of the leaves. And
another category is of healthy leaf. The overview of the
Guava dataset is given in Table 4.

Below Fig. 1 shows the sample images of the dataset,
from which it is clearly visible that images are not
preprocessed.

4 Proposed method

Deep learning is a sub filed of Artificial Intelligence, which
works as human brain’s neuron works. The basic building
block of Deep learning architecture is perceptron which are
also called as nodes. Thousands of nodes interconnect to
form the deep architecture of Convolution Neural Network.
There are different types of CNN architecture based on the
various problem domain. most of which are related to

Table 2 Overview of Apple dataset

Name Total images Training images Testing images
Healthy 4576 3661 915

Apple Scab 2252 1802 450

Apple Rust 544 436 108

Apple Black Rot 2023 1667 356

Total 9395 7566 1829

Table 3 Overview of Custard apple dataset

Name Total images Training images Testing images
Healthy 635 509 126

Leaf spot 412 330 - 82

Total 1047 839 208

computer vision and pattern recognition. Among the dif-
ferent architectures, for our problem we have used AlexNet
and SqueezeNet architecture for evaluating the perfor-
mance of the dataset.

4.1 AlexNet

It is the first known modern CNN, which won the Imagenet
large-scale visual recognition challenge in the year 2012, It
used ReLu (Rectified Linear Unit) activation function for
better performance. It has 60 Million learnable parameters
and Dropout layer is introduced to avoid the over-fitting of
the dataset.

4.2 SqueezeNet

It is similar to the AlexNet model but has lesser parameters
of about 1.25 Million. It considered usage of 1 x 1 filters
instead of 3 x 3 filters. The input channels were decreased
and large activations functions are introduced to focus
more on the important feature maps. Its size is compressed
so that it should fit on applications like mobile devices such
as handheld computer, smart phones, laptops etc.

Below Figs. 2 and 3 shows AlexNet and SqueezeNet
architectures respectively.

Using these architectures we try to experiment with
three different versions of the dataset i.e., color, black and
white and gray images. Novelty of our proposed method is
to perform experiment on these dataset, to check which
version of images gives the best results. We also get to
know whether the background of the images plays a role in
identifying the diseases of the leaves. Below Fig. 4 shows
some sample images of black and white Fig. 4a—e and gray
images Fig. 4f—j of the dataset.

5 Experimental results
In this section, we evaluate the experimental results of

basic Deep Learning models which are AlexNet and
SqueezeNet. The dataset consists of 14,181 images. The

Table 4 Overview of Guava dataset

Name Total images  Training images  Testing images
Healthy 2056 1645 411

Insect eaten 323 258 65

Leaf spot 727 582 145

Rust 860 688 172

Total 3966 3173 793

@ Springer
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®

Fig. I a Apple—scab, b apple—black rot, ¢ apple—rust, d apple—healthy, e custard apple—leaf spot, f custard apple—healthy, g guava—
pseudocercospora leaf spot, h guava-healthy leaf, i guava—rust, j guava—insect eaten

experiment conducted divides the dataset into 80:20 split
where 80% of the dataset we use for training and the
remaining dataset, i.e. 20%, is used for testing purposes.
Below Table 5 shows the hyper parameters which are kept
same for both the models, to know which model performs
the best.

Below Tables 6, 7 and 8 shows the class wise recogni-
tion accuracy of AlexNet model for color, black & white
and gray images.

Below Tables 9, 10, 11 shows the class wise recognition
accuracy of SqueezeNet model for color, black and white
and gray images respectively.

Below Tables 12 and 13 shows the Confusion matrix for
AlexNet and SqueezeNet model for color images.

The below graph Figs. 5 and 6 shows the accuracy
obtained for training and validation data using the AlexNet
and SqueezeNet model for color images respectively.

Below Table 14 shows the comparative analysis of
AlexNet and SqueezeNet model.

Fig. 2 AlexNet architecture

5.1 Performance metrics

The evaluavtion of the models is done by using the per-
formance metrics. These metrics include mean precision,
mean recall and F1 score. They tell us about how effi-
ciently our model performs on the given dataset. It is cal-
culated for both AlexNet and SqueezeNet model for all the
three different versions of dataset, which is shown in below
Table 15.

It is evident from Tables 14 and 15 that both models
have performed better on color images as compared to
black and white and gray images. By these experiments we
could note that, color plays an important role in identifying
the leaves diseases. It is not necessary to monitor the plants
day and night, as while capturing the images at night will
lead the images to appear either gray or black and white. Tt
clearly indicates that taking images in day light gives the
good recognition accuracy in identifying the diseases.

a Springer
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Fig. 3 SqueezeNet architecture

®

Fig. 4 a Apple—healthy, b custard apple—healthy, ¢ custard apple—leaf spot, d guava—insect eaten, e guava—healthy, f apple—healthy,
g apple—scab, h custard apple—healthy, i guava—leaf spot, j guava—rust

The collected images are real time environment images
and both models AlexNet and SqueezeNet gave good
recognition accuracy of 86.85% and 86.56% respectively.

Table 5 Hyper parameter tuning

S1. No Name of the parameter Parameter

1 Solver type Adam optimizer
2 Base learning rate 0.0001

3 Batch size 64

4 Epochs 25

5 Training data 80%

6 Testing data 20%

D08 =) o oLh s ) ) —

Table 6 Class wise recognition accuracy of AlexNet for color images

sl. no Class name Accuracy in %
Aple healthy 98.9
Apple scab 90.1
Apple black rot 91.5
Apple rust 89.9
Custard apple healthy 96.1
Custard apple leaf spot 88
Guava healthy 86.6
Guava insect eaten 44.6
Guava rust 75.1

10 Guava leaf spot 26.2%

@ Springer

Bold value is the highest value among the obtained results
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Table 7 Class wise recognition accuracy of AlexNet for black and
white images

Table 9 Class wise recognition accuracy of SqueezeNet for color
images

Sl. No Class name Accuracy in % Sl No Class name Accuracy in %
1 Apple healthy 87.3 1 Apple healthy 95.5
2 Apple scab 64.7 2 Apple scab 90.9
3 Apple black rot 49.9 3 Apple black rot 87.4
4 Apple rust 10 4 Apple rust 84.4
5 Custard apple healthy 722 5 Custard apple healthy 95.3
6 Custard apple leaf spot 62.8 6 Custard apple leaf spot 88
7 Guava healthy 79.3 7 Guava healthy 84.2
8 Guava insect eaten 35 8 Guava insect eaten 56.9
9 Guava rust 34.8 9 Guava rust 76.7
10 Guava leaf spot 9.8 10 Guava leaf spot 39.3

Bold value is the highest value among the obtained results

Table 8 Class wise recognition accuracy of AlexNet for Gray images

Sl no Class name Accuracy in %
1 Apple healthy 91

2 Apple scab 87.6
3 Apple black rot 72
4 Apple rust 22
5 Custard apple healthy 87
6 Custard apple leaf spot 59.9
7 Guava healthy 83.5
8 Guava insect eaten 12.3
9 Guava rust 65.3
10 Guava leaf spot 17.2

Bold value is the highest value among the obtained results

6 Discussions

Convolution Neural Networks have made a tremendous
progress in computer vision and pattern recognition. Using
the deep CNN architecture, we have trained two models i.e.
AlexNet and SqueezeNet with a goal to identify the correct
leaf disease pair. The collected real time dataset consists of
14,181 images. The models are trained on the same hyper-
parameters, so that we could evaluate which factors affect
the accuracy of the model. Below we list the observations
observed from the experiment carried out,

* Among the experiment conducted on color, black and
white and gray images, color images gave good
recognition accuracy.

¢ It shows that color plays an important role in identi-
fying the diseases of the plant.

* From the experiments conducted it is noted that the
monitoring of the images done at day time is effective
as the diseases are visible properly.

Bold value is the highest value among the obtained results

Table 10 Class wise recognition accuracy of SqueezeNet for black
and white images

SL no Class name Accuracy in %
| Apple healthy 85
2 Apple scab 74.7
3 Apple black rot 65.8
4 Apple rust 14.7
5 Custard apple healthy 93
6 Custard apple leaf spot 52.6
7 Guava healthy 76.6
8 Guava insect eaten 10.8
9 Guava rust 30.1
10 Guava leaf spot 16.8

Bold value is the highest value among the obtained results

Table 11 Class wise recognition accuracy of SqueezeNet for gray
images

Sl no Class name Accuracy in %
1 Apple healthy 93.8
2 Apple scab 83.6
3 Apple black rot 84.9
= Apple rust 36.7
5 Custard apple healthy 98.3
6 Custard apple leaf spot 80.8
7 Guava healthy 89.5
8 Guava insect eaten 30.8
9 Guava rust 728
10 Guava leaf spot 26.9

Bold value is the highest value among the obtained results
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Table 12 Confusion matrix for AlexNet

Apple Custard_Apple Guava

Rot Rust Scab Healthy Healthy Leaf spot Healthy Insect eaten Leaf spot Rust

A_rot 204 8 2 0 0 0 0 0 0
A_rust 17 186 1 0 0 0 0 0 0
A_ scab -+ 1 265 24 0 0 0 0 0 0
A_healthy 0 4 5 802 0 0 0 0 0 0
C_healthy 0 0 4] 0 122 4 0 0 0 0
C_leaf spot 0 0 0 0 8 73 0 0 0 0
G_healthy 0 0 0 0 6 4 356 19 14 11
G_insect 0 0 0 0 1 0 18 29 6 11
G_leaf spot 0 0 0 0 1 2 43 19 38 42
G_rust 0 0 0 0 0 2 19 4 18 130
Accuracy in % 86.8%
Bold value is the highest value among the obtained results
Table 13 Confusion matrix for SqueezeNet

Apple Custard_Apple Guava

Rot Rust Scab Healthy Healthy Leaf spot Healthy Insect eaten Leaf spot Rust

A_rot 312 ST 6 2 0 0 0 0 0 0
A_rust 12 92 3 2 0 0 0 0 0 0
A_ scab 12 6 410 23 0 0 0 0 0 0
A_healthy 4 16 21 874 0 0 0 0 0 0
C_healthy 0 0 0 1 121 3 2 0 0 0
C_leaf spot 0 0 1 1 6 73 0 0 0 0
G_healthy 0 0 0 0 6 4 346 18 29 17
G_insect e 0 0 0 0 1 0 16 37 7 5
G_leaf spot 0 0 0 4] 1 2 30 22 57 34
G_rust 0 0 0 0 0 2 10 8 20 132
Accuracy in % 86.6%

Bold value is the highest value among the obtained results
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Fig. 5 Accuracy for training (blue line) and validation data (black line) for AlexNet
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Fig, 6 Accuracy for training (blue line) and validation data (black line) for SqueezeNet

Table 14 Comparative analysis of models

SL no Model Dataset type Accuracy in %
1 AlexNet Color 86.85

Black and White 64.3

Gray 76.16
2 SqueezeNet Color 86.56

Black and White 67.8

Gray 81.8

Bold value is the highest value among the obtained results

¢ The models perform well when the images are prepro-
cessed. Where the background of the image is removed.

¢ The models perform well when we have more training
images, as it will be able to recognize the disease from
all angles.

¢ More images gives better recognition accuracy but it
takes time to train the images when working on CPU.

¢ Experiments are conducted on real time environment
images, which is the need of an hour. But the processed
images gives better results due to noise removal, image
enhancement etc.

7 Conclusion

The paper aims to identify and classify 10 different fruit
leaf- disease pair using deep CNN architecture. The nov-
elty of our work is that, we have focused on working of the
prime crops of our H&K region, where no work is done.
Total of 14,181 images with three different versions of
dataset i.e. color, black and white and gray images are used
for experimentation. Real environment images are col-
lected and trained on AlexNet and SqueezeNet model,
where the hyper-parameters are kept same for both the
models. We have eliminated the preprocessing step to
reduce the time complexity of the models. It is evident
from the comparative analysis that AlexNet and Squeeze-
Net, both models performed well on color images as
compared to the other two datasets of gray and black and
white.

Our work also signifies that color images play an
important role in identifying the diseased images. Hence
capturing images at day time is suggested for identifying
the diseases. And in order to realize the full potentiality of
classifying fungi leaf diseases, our experimental findings
are the new supplements for the research.

Table 15 Performance Metrics:

s Transfer learning
mean precision, mean recall, Fl .

score and accuracy Dataset type Precision Recall Flscore Accuracy (%)
AlexNet Color 0.9013 0.8839 0.8925 86.85
Black and White 0.7403 0.6364 0.6269 64.3
Gray 0.7919 0.7425 0.7920 76.16
SqueezeNet Color 0.9269 0.8934 0.8790 86.56
Black and White (.6384 0.6478 0.7089 67.8
Gray 0.8983 0.7056 0.9735 81.8

Bold value is the highest value among the obtained results
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8 Future scope

To explore and analyze all the dimensions of the proposed
problem, a lot of work is yet to be done on fungi classifi-
cation of leaf diseases. It includes disease identification of
fruits, stems or leaves of plants and crops. So, there is a
high scope to extend and generalize the various experi-
mental findings. '
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Abstract:

Birds are unique in having a coat of feathers and in resting on the hind limbs alone. Hence they are defined
as the feathered bipeds. For many years nest building in birds has been considered a remarkable behavior.
Perhaps just as remarkable is the public scholarly consensus that bird nests are achieved by instinct alone.
As a consequence, we contend that nest building is a much under investigated behavior that holds promise

both for learning in that behavior as well as a new model system for examining brain-behavior relationship.
Key Words: Breeding habit. Parental care in birds. Nest and Nest building.etc.
.Introduction:

Birds are the only animals with backbones that can fly. They are the univalled experts at flight, travelling
further and faster than any other living creatures. They all reproduce by laying hard shelled eggs and most
of them look after their offspring’s. India has about, 1200, varieties of birds. The birds are famous for sexual
dimorphism, courtship, seasonal migrations, art of nest building and parental care. Their distinctive colors

and call notes appeal to human eye and ear.

Their economic importance further enhances human interest in them. They share with mammals and the
highest development in animal kingdom. However show marked affinity with their ancestors the reptiles

and are often described as the glorified reptiles.
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Breeding habits differs from one species to other species. In case of Baya breeding habits seen during rainy

season. During which they form large or small breeding colonies from these flocks. The larger breeding

colonies may cover an area of several hundred hectares and are estimated to contain up to Ten million nests.

In case of Red Vented bulbul they breed from June to September their vocalization are usually stereotyped
and call throughout the year during breeding they produced different distinct call is from March to
December during which they produce a song which is a lord cheep-cheep-cheep with repeated
continuosly.In case of sun birds pairs from for the whole breeding season both sexes later part in the nest

building and also the feeding of the young.

Parental care behavior of birds includes the following activities. Nest construction, Incubation of egg, Care
of the young. Most birds species build nests which is a structure in which the eggs are laid on section of
narrow rocky ridges on patches of bare ground that have been scraped clean of vegetation and debris’s is
complexity from simple collection of sticks to those requiring varying degrees of care and precision in tl.
formation of completed nest cups. The materials used in nests include grass, twigs, hair, feathers, sting moss

of clay.

Incubation is the process by which the heat is necessary for embryonic development is applied to an egg
after it has been laid; this is done by sitting on the egg. In many cases only the female incubates in other, the
male and female share the responsibility. The incubation duration is generally related to the size of the bird.

[t varies from 12-14 days from smaller birds and from 40-50 days for the larger birds.

Female plays important role during parenting process this behavior and investment of parents increases the
offspring’s changes of survival. Usually the male collects the food materials and the female looks after the
young ones. Young birds need care by the parents for some time their care includes feeding, guarding and
protecting them against the sun, rain predator, either one or both the parents may perform these duties th.

food of young birds depending upon the species, compress worms, insects, seeds and fruits.
RESULTS AND DISCUSSION:
NESTS AND NEST BUILDING:

NESTS:

Nests come in many forms some of which are marvels of engineering and architecture. The classic nests are
one that immediately springs to mind is the cup shaped structured favored by the majority of bird’s species.
It has the disadvantage of being vulnerable to predators but the advantage that it gives the incubating parent
bird a char view of the surrounding environment the approach of any enemy can easily be seen enabling the

bird to feet swiftly at the last movement of necessary.
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One step up from this is the domed nest spherical in shape and with a side entrance this provides greater

protection from the sun rain and cold and it completely hides the parent from prying eyes but it also makes it
impossible for the parent to know when a predictor, such as two snake is closing in last minute espates

therefore more difficult.

A further advance in design is the tube nest the entrance to the domed nest being extended down wards as a
long hanging panage with the nest attached to a slender twig or branch this design makes it virtually,
impossible for the tree snakes or other small ones or for climbing predators to enter the nest cavity. The
problem with this type of construction is that it requires a great deal of time and effort to fashion it and claw

actions of a highly specialized kind.
NEST BUILDING:

The male weaves begin their painstaking task by flying to tall grams and tearing off long strips. They do this
by nipping a blade of grass and then flying sharply and powerfully upwards holding the blade firmly in their
beaks making sure to take the toughest strip first, they start to wrap them around the fack of a twig after a
number strip have been collected the loose ends have down in two separate trailing tassels these are then
brought together to form a circle and this becomes the architectural bases for the whole nest. More and more
strips are bought to this ring; the male standing on it like a caged bird on a swing as he carries out his
intricate weaving stretching out as possible with each building action the bird gradually forms the dome of
the nest. He uses three main types of stretching, knotting, weaving and twining. When knottillg, he holds the
grass with one or both feet and then pulls pushes and twists it around with his beak. When twining he uses
his beak like the fingers of a tailor swing, threading a new grass strend in aﬁd out of the nest wall and

adding’s strength by employing a variety of loops.

.Some birds have almost given up nest building and do little more than find a suitable notch on a branch or a
tree trunk, where the egg is laid and incubated the tree swift cements a little patch of material to a branch

with its saliva just enough to keep the single egg from rolling off.

Indian Houses Crow:
Scientific Name: Corvus Splendens

House crow also known as Colombo crow is a common bird of crow family that is of Asian origin, now

found in many parts of world.
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About the Bird:

Body length is 40 cm.the forehead, crown, throat and upper breast are a richly glossed black, whilst the neck
and breast are a lighter grey brown in color. The wings, tail and legs are black. It feeds largely or refuses

around human habitations, small, reptiles, insects, small invertebrates, eggs, nestlings, grain and fruits.
Construction of Nest:

Nests are usually hard to find and are placed 18-60 feet above ground, they are usually 12 inches wide and
they are built using twigs, sticks and are lined with bark strip grass noses leaves, feathers and human hair.
They built the nest in same trees and local environment seem to be necessary for its successful breeding,

although they occasionally nest on telephone towards etc. They lay 3-6 eggs in a typical stick nest.

Indian Weaver Bird
Scientific Name: Polceus Philippinus

Baya weaver is a weaver bird found across south and Southeast Asia. Flocks of these birds are found i’
grasslands, cultivated areas, and shrub. They are widespread and common within their range but prone to

local, seasonal movements mainly in response to resin and foods availability.

About the Bird:

They are 15cm, sparrow sized and in their non breeding plumage both males and females resemble female
house sparrow. They have stout conical bill and a short square tails. Non breeding males and females look
alike, dark brown streaked fulvous buff above, plain whitish fulvous below eyebrow long and buff colored,
bill is horn colored and no mask. Breeding males have bright yellow crown, dark brown mask, blackish

brown bill upper parts are dark brown streaked with yellow, with a yellow breast and cream buff below:.
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Construction of Nest:

During breeding season males begin building nests. Nests are build mainly in colonies, are often build from
thorny Acacia or palm trees and hand over open water females lay about 2 to 4 white eggs and pendulous
nests are retort shaped, with a central nesting chamber and a long vertical tube that leads to a side entrance
to the chamber. Nests woven with long strips of paddy leaves, rough grasses and long strips to from palm

fronds. Each strip can be below 20-60 cm. in length

Red Vented Bulbul:

Scientific Name: Pycnonotus Cafer

Red venied pulbul is:4 mombiror tiebulibul family of PaSserine_bird;
southern Asia from India, Srilanka, Burma and China. | 4

@ About the Bird:

It is identified by its short crest giving the head a squarish appearance. Body is dark brown with a scaly
pattern white head is darker or black. The rump is white the vent is red. The black tail is tipped in white.
They are about 20cm. in length. It feeds mainly on fruits, petals of flowers, nector, insects and occasionally

geckos.
Construction of Nest:

It builds its nest in a bush at a height of around 2-3 meter they lay 20 to eggs is a typical clutch nests are
occasionally built inside houses or in a hole in a mud bank. In one instance a nest was found on a floating
mat of water hyacinth leaves, nest in tree cavities have also been noted. They breed from June to September.
Eggs are pale pinkish with spots of darker red more dense at broad end. They use small twigs and metal
wires for nesting. The eggs hatch after about 14 days.
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Rock Pigeon:

Scientific Name: Columba livia

Rock pigeon or rock dove is a member of the bird family columbidae. Habitats include various open an’
semi open environments including agricultural and urban areas. Originally found wild in Europe, North

Africa and Western Asia, feral rock pigeons have become established in cities around the world.
About the Bird:

These are pale grey with black bars on each wing. It is 32-37 cm. long has dark bluish grey head, neck and
chest with glossy yellowish, greenish and reddish purple iridescence along its neck and wing feathers. The
iris is orange bare skin around the eye is bluish Greybull is grey black with a coh.é?picu_o_us off white cere and

feet are purplish red. They fed on food grains.
Construction of Nest:

They breed at any time of year, but peak times are spring and summer. Nesting sites are situated along
coastal cliff faces as well as artificial cliff faces created by apartment buildings with accessible ledges or
roof spaces. The type of nest constructed is a family platform of straw, sticks, twigs and grasses, put on
ledge under cover. Two white eggs are laid with incubation that is shared by both parents lasting from 17 to

19 days and the fledging period is 30 days.
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CONCLUSION:

Birds have perfectly adopted themselves to the environment where iheyv}_ive birds are found in almost all
@ kinds of habitats with their beautiful nest in India and all over the world,

However human activities are causing habitat distruction, deforestation and pollution which have led many

birds to become rare and endangered. A rigorous effort for conservation of birds is the need of the day.

From aesthetic view point birds are hard surpan any other group of animals. They can equal the variety and
beauty of the colors of the colors of birds which is nature sue paned only by the colors of flowers, birds

study has provided a never ending healthful recreation for millions of birds watchers all over the world.
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